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INTRODUCTION – Consumption flexibility

o Retail companies procure electricity in wholesale markets and offer 
flat or (slightly variable) tariffs to their residential customers.

o These tariffs do not convey price signals reflecting generation costs 
and grid conditions à consumers do not have sufficient incentives to 
adopt consumption patterns different from habitual behaviors. 

o Flexibility regarding time of operation of some end-use loads 
­ improves the system overall efficiency, 
­ lowers peak generation costs, 
­ facilitates the penetration of renewable sources, 
­ reduces network losses,

while offering consumers economic benefits.
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INTRODUCTION – Demand as a manageable resource
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Energy bills are set to rise Great Britain from April 2022. Illus.: Kyle Smart 



INTRODUCTION – Time-of-Use (ToU) tariffs 

o Time-differentiated retail tariffs are expected to become a 
common tariff scheme in smart grids. 

o Dynamic time-of-use (ToU) tariffs will motivate consumers to 
engage in different consumption patterns à making the most of the 
flexibility in the operation of some appliances through demand 
response actions affecting the provision of energy services.
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CONSULTA PÚBLICA PROJETOS-PILOTO PARA APERFEIÇOAMENTO DA ESTRUTURA TARIFÁRIA E 
INTRODUÇÃO DE TARIFAS DINÂMICAS 
Projeto-piloto 1: Aperfeiçoamento da Tarifa de Acesso às Redes em Portugal Continental 

47 

períodos atualmente classificados como períodos de ponta, classificaram-se as 100 horas de maiores 

custos como ponta alta, e as restantes horas como ponta baixa.48 Repetindo um raciocínio semelhante 

para o período de cheias, classificaram-se as 1250 horas de maiores custos como cheias altas, 

qualificando as restantes horas de cheias como cheias baixas. Procedendo a um certo grau de 

uniformização das várias épocas obteve-se para o ciclo semanal regular a localização dos períodos 

horários, apresentada na Figura 5-7.49 

Figura 5-7 - Períodos horários no ciclo semanal regular (Proposta 1.3) 

 
 

Esta figura evidencia que o período de ponta alta está limitado ao período das 18h30 às 21h00 da época 

1 (janeiro e fevereiro). Já o período das cheias altas ocorre entre as 8h30 e as 23h00 nas épocas 1 a 3 

(meses de inverno e julho), apenas interrompido pelos períodos de ponta alta e ponta baixa. 

Uma vez que para Portugal Continental existem dois períodos horários distintos, o ciclo semanal regular e 

o ciclo semanal opcional, é necessário repetir a análise da localização dos períodos horários para o ciclo 

semanal opcional. Os resultados para este segundo caso estão presentes na Figura 5-8. 

                                                      
48 O leitor atento notará que a duração da ponta alta desta proposta diverge de forma significativa da duração da ponta 

alta nas propostas 1.1 e 1.2, para além de também divergir das conclusões do início do capítulo 5 relativamente às 
1000 horas de maiores custos. Esta divergência é justificada por dois argumentos. Por um lado, ao partir dos ciclos 
semanais atuais não fica assegurado que as 275 horas de maiores custos estejam necessariamente incluídas no 
atual período de ponta. Em segundo lugar, foi necessário garantir que as tarifas para os seis períodos horários 
fossem decrescentes da ponta alta até ao super vazio, tornando necessário reduzir as horas incluídas na ponta alta. 
Neste caso tomou-se a decisão de uniformizar a duração da ponta alta com a duração de 100 horas dos períodos 
críticos no âmbito do projeto-piloto 2 (que visa a introdução de tarifas dinâmicas).  

49 É de realçar que na hora legal de verão (que corresponde aproximadamente às épocas 3 e 4) o período de ponta 
ocorre entre as 9h15 e as 12h15. Tendo em conta que as figuras com os períodos horários estão formatadas para 
blocos de 30 minutos, não é possível refletir esse intervalo com rigor na Figura 5-7. 
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INTRODUCTION – Appliance control for demand response
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INTRODUCTION – EMS for demand response

o Consumers receive tariff information some time in advance (e.g., 
one day) and respond by scheduling load operation [shiftable and 
interruptible loads] and changing thermostat settings [air 
conditioning systems]. 

o Trading-off electricity bill (to profit from periods of low energy 
prices) and comfort (associated with appliance operation according 
to preferences and requirements).

6

Autonomous home energy management 
systems working behind the meter to 
make the integrated optimization of all 
energy resources



APPLIANCE CONTROL – SHIFTABLE LOADS
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Since model M1 requires a large number of binary variables for each load j, as many as (𝑇𝑈𝑗 − 𝑇𝐿𝑗 +
1) × 𝑑𝑗, we propose herein and compare the performance of two other approaches for modeling the 
operation cycle of shiftable load. The idea is to define binary variables just to determine the starting time 
of each load j: 

𝑠𝑗𝑡
 = {1 if  load j begins its operation in time t 

0 otherwise
  𝑗 = 1, ⋯ , 𝐽; 𝑡 = 𝑇𝐿𝑗, … , 𝑇𝑈𝑗 − 𝑑𝑗 + 1    

In a first approach using variables 𝑠𝑗𝑡
  – denoted below as model M2 – the operation cycle is enforced by 

data organization in a matrix 𝐷𝑡𝑡′
𝑗 : each element of 𝐷𝑡𝑡′

𝑗  indicates the power (kW) requested by load j in 
time 𝑡′ if the load starts operating in time 𝑡, for all pairs (𝑡, 𝑡′) with 𝑡 = 𝑇𝐿𝑗, ⋯ , 𝑇𝑈𝑗 − 𝑑𝑗 + 1, 𝑡′ =
𝑇𝐿𝑗, ⋯ , 𝑇𝑈𝑗.Then, the power required is computed as in (8). Thus, model M2 is defined by constraints (8)-
(11). 

𝑃𝑗𝑡′
𝑆ℎ = ∑ 𝐷𝑡𝑡′

𝑗  .  𝑠𝑗𝑡

𝑇𝑈𝑗−𝑑𝑗+1

𝑡=𝑇𝐿𝑗

          𝑗 = 1, … , 𝐽 , 𝑡′ = 𝑇𝐿𝑗, … , 𝑇𝑈𝑗  (8) 

∑ 𝑠𝑗𝑡

𝑇𝑈𝑗−𝑑𝑗+1

𝑡=𝑇𝐿𝑗

= 1   ,   𝑗 = 1, … 𝐽 (9) 

𝑃𝑗𝑡
𝑆ℎ = 0         ,   𝑗 = 1, … , 𝐽 , 𝑡 < 𝑇𝐿𝑗 ∨ 𝑡 > 𝑇𝑈𝑗  (10) 

𝑠𝑗𝑡 ∈ {0,1}, 𝑗 = 1, … , 𝐽, 𝑡 = 𝑇𝐿𝑗, … , 𝑇𝑈𝑗 − 𝑑𝑗 + 1 (11) 

For the sake of illustration, let us suppose that load 𝑗 has the allowed time slot [𝑇𝐿𝑗, 𝑇𝑈𝑗] = [10,17] with 
𝑑𝑗 = 3 (i.e., 45 min considering ∆𝑡 =15 min), and 𝑔𝑗𝑟 (𝑟 = 1, … ,3) given by 𝑔𝑗1 = 1.2, 𝑔𝑗2 = 1.5, 𝑔𝑗5 =
0.5, in kW. 

Matrix 𝐷𝑡𝑡′
𝑗  is defined for t in  𝑇𝐿𝑗=10, …, 𝑇𝑈𝑗 − 𝑑𝑗 + 1 = 15 and t’=10, …, 17, as 

(t,t') t'=10 11 12 13 14 15 16 17 
t=10 1.2 1.5 0.5 0 0 0 0 0 
11 0 1.2 1.5 0.5 0 0 0 0 
12 0 0 1.2 1.5 0.5 0 0 0 
13 0 0 0 1.2 1.5 0.5 0 0 
14 0 0 0 0 1.2 1.5 0.5 0 
15 0 0 0 0 0 1.2 1.5 0.5 

 

This matrix can be built with the optimization solver programming language (e.g., in CPLEX or Gurobi) 
or read once just at the beginning of the run from a pre-prepared data file.  

It is straightforward to expand this data matrix accommodating multiple operation slots, i.e. considering 
that load j can operate in not just one but multiple slots, defined by the consumer according to his/her 
convenience: 

T(𝑗) = [𝑇𝐿𝑗
1 , 𝑇𝑈𝑗

1 ] ∪ [𝑇𝐿𝑗
2 , 𝑇𝑈𝑗

2 ] ∪ … [𝑇𝐿𝑗

𝑎𝑗, 𝑇𝑈𝑗

𝑎𝑗]  ⊆ T defines the time slots in which each load 𝑗 ∈ {1, … , 𝐽} 

can operate, where 𝑎𝑗 is the number of different disjoint periods allowed for the operation of load j. It is 
assumed that load j will operate only once, so it will operate within only one of these time slots in T =
{1, ⋯ , 𝑇}.  

In this case, 𝐷𝑡𝑡′
𝑗  is defined for the combinations (t,t') considering the lowest time (𝑇𝐿𝑗

1 ) for the beginning 

of rows and columns, the highest time of the union of the different slots for t’ (𝑇𝑈𝑗

𝑎𝑗) and the highest possible 

starting time for t (𝑇𝑈𝑗

𝑎𝑗 − 𝑑𝑗 + 1). For instance, if load j has a cycle with 𝑑𝑗=2 and can operate in slots [3-

7] or [9-12] in a planning period 𝑡 = 1, … ,20, then matrix 𝐷𝑡𝑡′
𝑗  is defined for t = 3, …, 12-2+1=11 and 

t’=3, …,12. The elements 𝐷𝑡𝑡′
𝑗 = 0 for t and t’ in between the two allowed time slots. 
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Model M2 has the advantage over M1 of requiring fewer binary variables. However, it is necessary to 
organize a priori the 𝐷𝑗 matrices from the 𝑔𝑗𝑟, 𝑟 = 1, … , 𝑑𝑗 and the time slots data. Therefore, another 
model is proposed, which considers the same type of variables 𝑠𝑗𝑡

  as in model M2 but does not require the 
𝐷𝑗 matrices. This model is denoted as M3. 

Let us firstly consider only one operation time slot [𝑇𝐿𝑗 , 𝑇𝑈𝑗] for each load j. The constraints impose that: 
load operation should start once, enabling the cycle to end within the allowed time slot - (9) and (11); map 
the power required by shiftable load j at each stage of the operation cycle onto the planning period (i.e., 
𝑔𝑗𝑟→ 𝑃𝑗𝑡

𝑆ℎ), according to the starting time by defining the new constraints (12), which have the role of (8) 
in M2; 𝑃𝑗𝑡

𝑆ℎ =0 for 𝑡 outside the allowed time slot - (10). 

Let 𝑅(𝑗) = {1, … , 𝑑𝑗}. 

𝑃𝑗𝑡
𝑆ℎ = ∑ 𝑔𝑗𝑟 . 𝑠𝑗(𝑡−𝑟+1)

𝑟∈𝑅(𝑗):𝑟≤𝑡∧𝑟≤𝑡+1−𝑇𝐿𝑗

       , 𝑗 = 1, … , 𝐽 , 𝑡 = 𝑇𝐿𝑗, … , 𝑇𝑈𝑗  (12) 

 

Constraints (12) define the power 𝑃𝑗𝑡
𝑆ℎ required by load 𝑗 in each time 𝑡 of its allowed operation slot. Let 

us explain how these constraints ensure this purpose: suppose that load j starts to operate at 𝑡′ ∈
[𝑇𝐿𝑗 , 𝑇𝑈𝑗 − 𝑑𝑗 + 1], i.e., 𝑠𝑗𝑡′ = 1 and 𝑠𝑗𝑡 = 0, ∀𝑡 ≠ 𝑡′;  at 𝑡 = 𝑡′, load j should operate at 𝑃𝑗𝑡′ = 𝑔𝑗1, because 

it is at stage 𝑟 = 1 of its operation cycle; at 𝑡 = 𝑡′ + 1, load j should operate at 𝑃𝑗,𝑡′+1 = 𝑔𝑗2, because 𝑟 =
2, and so forth; for 𝑡 = 𝑡′, the only 𝑟 in which 𝑠𝑗(𝑡′−𝑟+1) = 1 is for 𝑡′ − 𝑟 + 1 = 𝑡′, i.e. 𝑟 = 1; for 𝑡 = 𝑡′ +
1, the only 𝑟 in which 𝑠𝑗(𝑡′+1−𝑟+1) = 1 is for 𝑡′ + 1 − 𝑟 + 1 = 𝑡′, i.e. 𝑟 = 2; and so forth. In the summation 
in (12), 𝑟 must satisfy 𝑟 ≤ 𝑡 ∧ 𝑟 ≤ 𝑡 + 1 − 𝑇𝐿𝑗 to ensure that only existing variables are considered in 
𝑠𝑗(𝑡−𝑟+1). Note that for 𝑟 = 𝑡 + 1 those variables become 𝑠𝑗0, and for 𝑟 = 𝑡 −  𝑇𝐿𝑗 + 2 the variables would 
be 𝑠𝑗(𝑇𝐿𝑗

−1) which do not exist.  

Model M3 can also be extended considering that load j can operate in multiple slots T(𝑗) = [𝑇𝐿𝑗
1 , 𝑇𝑈𝑗

1 ] ∪

[𝑇𝐿𝑗
2 , 𝑇𝑈𝑗

2 ] ∪ … [𝑇𝐿𝑗

𝑎𝑗, 𝑇𝑈𝑗

𝑎𝑗]. The constraints should now account for the multiple slots 𝑎𝑗. 

Let T𝑠𝑡𝑎𝑟𝑡 (𝑗) = [𝑇𝐿𝑗
1 , 𝑇𝑈𝑗

1 − 𝑑𝑗 + 1] ∪ [𝑇𝐿𝑗
2 , 𝑇𝑈𝑗

2 − 𝑑𝑗 + 1] ∪ … [𝑇𝐿𝑗

𝑎𝑗, 𝑇𝑈𝑗

𝑎𝑗 − 𝑑𝑗 + 1], which defines the 
times in which load j can start to operate. 

The decision variables 𝑠𝑗𝑡  are defined as above but 𝑡 ∈ T𝑠𝑡𝑎𝑟𝑡 (𝑗). The constraints of M3 for multiple slots 
are (13) - (16). 

∑ 𝑠𝑗𝑡

 

𝑡∈T𝑠𝑡𝑎𝑟𝑡 (𝑗)

= 1    ,      𝑗 = 1 … 𝐽 (13) 

𝑃𝑗𝑡
𝑆ℎ = ∑ 𝑔𝑗𝑟 . 𝑠𝑗(𝑡−𝑟+1)     

𝑟∈𝑅(𝑗): 𝑟≤𝑡 ∧ 
𝑟≤𝑡+1− 𝑇𝐿𝑗 

𝑎 ,𝑎=1,…,𝑎𝑗

, 𝑗 = 1, … , 𝐽 , 𝑡 ∈ T(𝑗) 
(14) 

𝑃𝑗𝑡
𝑆ℎ = 0    ,   𝑗 = 1, … , 𝐽 , 𝑡 ∉ T(𝑗) (15) 

𝑠𝑗𝑡 ∈ {0,1}  ,    𝑗 = 1, … , 𝐽 ,    𝑡 ∈ T𝑠𝑡𝑎𝑟𝑡(𝑗) (16) 

 

In addition to the typical shiftable loads generally considered (laundry, drying, dishwasher), other shiftable 
loads can be considered, including the ones that do not have an operation cycle, have constant operation 
power and can be interrupted, but the consumer wants them to operate in continuous periods (e.g., ironing). 
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APPLIANCE CONTROL – INTERRUPTIBLE LOADS (EWH, EV)
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9

       ...                t𝑇1𝑘 𝑇2𝑘

qkt
(W)

    𝑄𝑘
𝜍1 + 𝜍2 + 𝜍3 + 𝜍4 = 𝐸𝑘

                                        𝝇𝟏 𝝇𝟐 𝝇𝟑 𝝇𝟒

       ...       t𝑇1𝑘 𝑇2𝑘

qkt
(W)

    𝑄𝑘

𝜍1 + 𝜍2 = 𝐸𝑘

                      𝝇𝟏 𝝇𝟐

Figure 2. Control of interruptible load k.

The thermostatic load is an air conditioner system (AC) that requires from the grid a nominal power 

 (in W) when it is “on”. The operation of the system depends on outdoor and indoor temperatures, 𝑃𝑛𝑜𝑚𝐴𝐶

 and  respectively, for each unit of time . The BL model optimizes the operation of the 𝜃𝑒𝑥𝑡𝑡 𝜃𝑖𝑛𝑡 𝑡 ∈ T
thermostat by determining the minimum indoor temperature for which the system should turn on. The 

consumer should specify the reference temperature, , the maximum allowed indoor temperature, 𝜃𝑟𝑒𝑓 𝜃𝑚𝑎𝑥

, and the absolute minimum allowed indoor temperature, . The control temperatures  and  𝜃𝑚𝑖𝑛𝐴𝑏𝑠 𝜃𝑚𝑎𝑥 𝜃𝑚𝑖𝑛𝐴𝑏𝑠

can also be set automatically with respect to the (setpoint) reference temperature .  The lower level 𝜃𝑟𝑒𝑓

variables for the AC are , , ,  and . Decision variables  specify whether the AC is “on” (𝑠𝑡 𝜃𝑖𝑛𝑡 𝜃𝑚𝑖𝑛𝑡 𝑧𝑡 𝑦𝑡 𝑠𝑡 𝑠𝑡= 1

) or “off” ( ) at time ;  and  are auxiliary decision variables specifying the indoor 𝑠𝑡= 0 𝑡 ∈ T 𝜃𝑖𝑛𝑡 𝜃𝑚𝑖𝑛𝑡

temperature and the minimum indoor temperature at each time , respectively, which derive from 𝑡 ∈ T
the optimization of the thermostat operation; auxiliary variables  and  are used to ensure the 𝑧𝑡 𝑦𝑡

consistency between the thermostat status and the indoor temperature, at each time t of the planning 

period. The set of constraints (C17)-(C31) models the operation of the AC.

Figure 3 displays the behavior of thermostat controlling the AC in heating mode, at each time t of T, by 

determining . The BL model is developed considering heating mode, but it can be easily adapted 𝜃𝑚𝑖𝑛𝑡

for cooling mode.

Figure 3. Behavior of a thermostat in heating mode at each time t of T.

                                      𝜃𝑚𝑖𝑛𝐴𝐵𝑆 𝜽𝒎𝒊𝒏𝒕 𝜃𝑟𝑒𝑓 𝜃𝑚𝑎𝑥 𝜃𝑖𝑛𝑡

8

       ...        t𝑇1𝑗 𝑇2𝑗

pjt (W)

Figure 1. Control of shiftable (non-interruptible) load .𝑗 ∈ {1,…,𝐽}

For interruptible appliances, the consumer should also specify the comfort time slot  𝑇𝑘 = [𝑇1𝑘,𝑇2𝑘]⊆ T
in which each load  should operate. The power requested by each load k is  (in W) and 𝑘 ∈ {1,…,𝐾} 𝑄𝑘

the total energy required is , where dk is the duration of the work cycle of load k.. The 𝐸𝑘 = 𝑑𝑘 × 𝑄𝑘
lower level decision variables for each interruptible load k are  and qkt. Binary variables  specify 𝑣𝑘𝑡 𝑣𝑘𝑡

whether appliance k is “on” or “off” at time ; each auxiliary variable qkt is the power (in W) 𝑡 ∈ 𝑇𝑘

requested to the grid by interruptible appliance k at time , which is either 0 or . The set of 𝑡 ∈ {1,…,𝑇} 𝑄𝑘

constraints (C12)-(C16) models the operation of interruptible appliances.

Constraints (C12) and (C13) define the variables qkt: (C12) define qkt for  as function of , when 𝑡 ∈ 𝑇𝑘 𝑣𝑘𝑡

the appliance  is allowed to operate; (C13) impose that the power requested to the grid is 0 𝑘 ∈ {1,…,𝐾}
outside the comfort time slot. Constraints (C14) guarantee that the total amount of energy consumed by 

load k within the comfort time slot is .𝐸𝑘

Constraints (C15) define the lower level decision variables  as binary variables, where 1 means that 𝑣𝑘𝑡

interruptible load k is “on” and 0 means that it is “off” at time . Constraints (C16) define auxiliary 𝑡 ∈ 𝑇𝑘

decision variables qkt as non-negative for the whole planning period T.

INTERRUPTIBLE APPLIANCES
              (C12)𝑞𝑘𝑡 = 𝑣𝑘𝑡𝑄𝑘 ,  𝑘= 1,…,𝐾 , 𝑡= 𝑇1𝑘,…,𝑇2𝑘

              (C13)𝑞𝑘𝑡 = 0 ,  𝑘= 1,…,𝐾 , 𝑡< 𝑇1𝑘 ∨ 𝑡> 𝑇2𝑘

              (C14)∑𝑇2𝑘
𝑡= 𝑇1𝑘

𝑞𝑘𝑡 = 𝐸𝑘 ,  𝑘= 1,…,𝐾

              (C15)𝑣𝑘𝑡 ∈ {0,1} ,      𝑘= 1,…,𝐾, 𝑡= 𝑇1𝑘,…,𝑇2𝑘

              (C16)𝑞𝑘𝑡 ≥ 0 ,  𝑘= 1,…,𝐾 , 𝑡= 1,…,𝑇

Figure 2 displays the control capability of an interruptible load k to which a quantity Ek of energy should 

be supplied.

Electric water heater (EWH)

Electric vehicle (EV)

vkt =1 if load k is operating in 
instant t



APPLIANCE CONTROL – EWH AS A THERMOSTATIC LOAD
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𝑣!= on/off control of the heating element in
time t

𝜏!= hot water temperature inside the tank in
time 𝑡 (ºC)

𝑛!= binary variable equal to 1 in the first t in
which 𝜏! > 𝜏"#$ for 𝑡"#$
𝑃!%&''#'= power losses through the envelope in

time 𝑡 (kW)

EWH as a thermostatic-controlled load (instead of interruptible load)



APPLIANCE CONTROL – AIR CONDITIONER SYSTEM (1)
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Air conditioner in heating mode

𝑠!"# =1 if the AC is operating in instant t

The AC is on when the indoor temp. is 
below the minimum temp., and it is off
when the indoor temp. is above the 
maximum allowed temp.
The AC keeps the state on or off when the 
indoor temp. is between the lower and the 
upper bound of the thermostat deadband

MILP implementation of a rule-based system

 

 
                     𝜃"#$                     𝜃"%&       𝜃'#$ 

𝑠')* = 1 
 
 
𝑠')* = 0 

𝜃!"# = (1 − 𝛽) 𝜃!$%"# + 𝛽 𝜃!$%&'! + 𝛾 𝑃() 𝑠!$%() , 𝑡 = 1,… , 𝑇
𝜃!"# ≥ 𝜃*"# −ℳ𝑠!() , 𝑡 = 1,… , 𝑇
𝜃!"# ≤ 𝜃*"# +ℳ𝑧! , 𝑡 = 1,… , 𝑇
𝜃!"# ≥ 𝜃*+' −ℳ𝑦! , 𝑡 = 1,… , 𝑇
𝑧! + 𝑦! − 𝑠!$%() + 𝑠!() ≤ 2 , 𝑡 = 1,… , 𝑇
𝑧! + 𝑦! + 𝑠!$%() − 𝑠!() ≤ 2 , 𝑡 = 1,… , 𝑇
𝜃!"# ≤ 𝜃*+' +ℳ(1 − 𝑠!()), 𝑡 = 1,… , 𝑇
𝑠!() , 𝑧! , 𝑦! ∈ 0,1 , 𝑡 = 1,… , 𝑇



𝜃!()* − 𝜃"#+ = 𝛿!, − 𝛿!- , 𝑡 = 1, … , 𝑇

𝜃()*_/01 ≤ 𝜃!()* ≤ 𝜃(23, 𝑡 = 1, … , 𝑇
𝛿!-, 𝛿!, ≥ 0 , 𝑡 = 1,… , 𝑇 𝛿!$, 𝛿!% = temp. deviations of the minimum

temp. below/above the reference temp.  (ºC)

 
 𝜃"#$_&'(       𝜽𝒕𝒎𝒊𝒏                      𝜃./0       𝜃"12          𝜃3#$ 

𝑠3&5 = 1 
 
 
𝑠3&5 = 0 

APPLIANCE CONTROL – AIR CONDITIONER SYSTEM (2)

11

𝜃!&'( = thermostat lower bound (ºC)

Exploiting the consumer’s willingness to trade-off some discomfort with 
profiting from lower price periods à the minimum indoor temp. for which the 
system should turn on is a decision variable

à higher computation effort



APPLIANCE CONTROL – STATIONARY AND EV BATTERIES
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𝑥 ∈ {𝐵, 𝑉}
𝑃!345∆𝑡 = energy transferred from the 
battery 𝑥 to home (B2H or V2H) in time 𝑡
(battery discharge) 
𝑃!543∆𝑡 = energy transferred from the 
home to the battery 𝑥 (H2B or H2V) in 
time 𝑡 (battery charge)
𝐸3,! = energy (kWh) in the battery 𝑥 in 

time 𝑡

𝑠!543 = binary variables equal to 1 when 
the battery 𝑥 is charging in time 𝑡
𝑠!345 = binary variables equal to 1 when 
the battery 𝑥 is discharging in time 𝑡

!",$ = !",$&' + )*"+,	.$/0"	∆23 − 5
67
89:	∆$
;8<=>

?		,		 2 ∈ A" , B ∈ {D, E} 

!"GHI ≤ !",$ ≤ !"GK"														,			2 ∈ A" , B ∈ {D, E} 

0 ≤ .$/0" ≤ ."+,_GK"	N$/0"							,			2 ∈ A" , B ∈ {D, E} 

0 ≤ .$"0/ ≤ ."O+,_GK"	N$"0/					,			2 ∈ A" , B ∈ {D, E} 

N$/0" + N$"0/ ≤ 1																		, 2 ∈ A" , B ∈ {D, E} 

!Q,R ≥ !Q
TUV ;  !W,$< ≥ !W

TUV 

N$/0", N$"0/ ∈ {0,1}																	,					2 ∈ A" , B ∈ {D, E} 

 



POWER COST COMPONENT

13

𝐿 price levels

the consumer is
charged by the peak
power taken

=1 if power level l is required

 

Constraints (47) determine the energy in the batteries considering the charging/discharging process. 
Constraints (48) impose a minimum and maximum energy quantity in the batteries in each time unit. 
Constraints (49)-(50) limit the maximum charging (𝑠𝑡

𝐻2𝑥 = 1) and discharging (𝑠𝑡
𝑥2𝐻 = 1) rates, 

respectively. Constraints (51) establish that the batteries are operating in one mode only (charging or 
discharging) in each time unit. Constraints (52) enforce that the energy in the batteries cannot be lower than 
the required quantity at the end of the planning period (for the static battery) and at the time of departure 
(for the EV battery). 

 

4. OVERALL MODEL AND CASE STUDY 

The MILP modules presented in the previous sections can be combined in an overall model to make the 
integrated optimization of all energy resources (different load types, storage and local microgeneration, 
exchanges with the grid). These modules can be combined and adapted according to the resources available 
for control, the consumer’s preferences and the aims of the study. In the following version of a 
comprehensive overall model, we consider also the possibility of selling back to the grid at a stipulated 
price, which in some countries is a fraction of the wholesale market price. The following additional 
parameters, data and decision variables (all for 𝑡 = 1, … , 𝑇) are required to model all the exchanges. 

Additional parameters and data: 

𝐵𝑡 = base load (non-controllable) (kW) 

𝑃𝑡
𝑃𝑉 = power (kW) such 𝑃𝑡

𝑃𝑉∆𝑡 is the local PV energy generation in time 𝑡 (kWh) 

𝐶𝑡
𝑠𝑒𝑙𝑙= energy remuneration (selling to the grid) in time 𝑡 (€/kWh) 

𝑃𝐺_𝑚𝑎𝑥 = maximum power allowed for exchanges with the grid (kW) 

Decision and auxiliary variables: 

𝑃𝑡
𝐺2𝐻  = power (kW) such that 𝑃𝑡

𝐺2𝐻∆𝑡 is the energy (kWh) transferred from grid to home (G2H) in 
time 𝑡 at unit cost 𝐶𝑡

𝑏𝑢𝑦 (€/kWh) 

𝑃𝑡
𝐻2𝐺  = power (kW) such that 𝑃𝑡

𝐻2𝐺∆𝑡 is the energy (kWh) transferred from home to grid (H2G) in 
time 𝑡 at unit cost 𝐶𝑡

𝑠𝑒𝑙𝑙 (€/kWh) 

𝑠𝑡
𝐺2𝐻 = binary variables that are 1 when the energy is flowing from grid to home in time 𝑡  

𝑠𝑡
𝐻2𝐺 = binary variables that are 1 when the energy is flowing from home to grid in time 𝑡  

Also, in addition to the energy cost (€/kWh), the power cost may also be considered by establishing a power 
tariff structure (€/kW per day) consisting of 𝐿 price levels and the consumer is charged by the peak power 
taken. For this purpose, the following additional parameters and decision variables are defined: 

𝐶𝑙
𝐶𝑜𝑛𝑡= power level prices (€/kW); the consumer is charged for the peak power taken, 𝑙 = 1, … , 𝐿 

𝑃𝑙
𝐶𝑜𝑛𝑡= power levels (kW), 𝑙 = 1, … , 𝐿 

𝑢𝑙
𝐶𝑜𝑛𝑡= binary variables defining the maximum power level l taken during the planning period, 𝑙 =

1, … , 𝐿 

The constraints to determine the power level to be used are: 

𝑃𝑡
𝐺2𝐻 ≤ ∑ 𝑃𝑙

𝐶𝑜𝑛𝑡 . 𝑢𝑙
𝐶𝑜𝑛𝑡

𝐿

𝑙=1

      ,   𝑡 = 1, … , 𝑇 (54) 

∑ 𝑢𝑙
𝐶𝑜𝑛𝑡

𝐿

𝑙=1

= 1 (55) 

𝑢𝑙
𝐶𝑜𝑛𝑡 ∈ {0,1}   ,   𝑙 = 1, … , 𝐿 (56) 
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Constraints (47) determine the energy in the batteries considering the charging/discharging process. 
Constraints (48) impose a minimum and maximum energy quantity in the batteries in each time unit. 
Constraints (49)-(50) limit the maximum charging (𝑠𝑡

𝐻2𝑥 = 1) and discharging (𝑠𝑡
𝑥2𝐻 = 1) rates, 

respectively. Constraints (51) establish that the batteries are operating in one mode only (charging or 
discharging) in each time unit. Constraints (52) enforce that the energy in the batteries cannot be lower than 
the required quantity at the end of the planning period (for the static battery) and at the time of departure 
(for the EV battery). 

 

4. OVERALL MODEL AND CASE STUDY 

The MILP modules presented in the previous sections can be combined in an overall model to make the 
integrated optimization of all energy resources (different load types, storage and local microgeneration, 
exchanges with the grid). These modules can be combined and adapted according to the resources available 
for control, the consumer’s preferences and the aims of the study. In the following version of a 
comprehensive overall model, we consider also the possibility of selling back to the grid at a stipulated 
price, which in some countries is a fraction of the wholesale market price. The following additional 
parameters, data and decision variables (all for 𝑡 = 1, … , 𝑇) are required to model all the exchanges. 

Additional parameters and data: 

𝐵𝑡 = base load (non-controllable) (kW) 

𝑃𝑡
𝑃𝑉 = power (kW) such 𝑃𝑡

𝑃𝑉∆𝑡 is the local PV energy generation in time 𝑡 (kWh) 

𝐶𝑡
𝑠𝑒𝑙𝑙= energy remuneration (selling to the grid) in time 𝑡 (€/kWh) 

𝑃𝐺_𝑚𝑎𝑥 = maximum power allowed for exchanges with the grid (kW) 

Decision and auxiliary variables: 

𝑃𝑡
𝐺2𝐻  = power (kW) such that 𝑃𝑡

𝐺2𝐻∆𝑡 is the energy (kWh) transferred from grid to home (G2H) in 
time 𝑡 at unit cost 𝐶𝑡

𝑏𝑢𝑦 (€/kWh) 

𝑃𝑡
𝐻2𝐺  = power (kW) such that 𝑃𝑡

𝐻2𝐺∆𝑡 is the energy (kWh) transferred from home to grid (H2G) in 
time 𝑡 at unit cost 𝐶𝑡

𝑠𝑒𝑙𝑙 (€/kWh) 

𝑠𝑡
𝐺2𝐻 = binary variables that are 1 when the energy is flowing from grid to home in time 𝑡  

𝑠𝑡
𝐻2𝐺 = binary variables that are 1 when the energy is flowing from home to grid in time 𝑡  

Also, in addition to the energy cost (€/kWh), the power cost may also be considered by establishing a power 
tariff structure (€/kW per day) consisting of 𝐿 price levels and the consumer is charged by the peak power 
taken. For this purpose, the following additional parameters and decision variables are defined: 

𝐶𝑙
𝐶𝑜𝑛𝑡= power level prices (€/kW); the consumer is charged for the peak power taken, 𝑙 = 1, … , 𝐿 

𝑃𝑙
𝐶𝑜𝑛𝑡= power levels (kW), 𝑙 = 1, … , 𝐿 

𝑢𝑙
𝐶𝑜𝑛𝑡= binary variables defining the maximum power level l taken during the planning period, 𝑙 =

1, … , 𝐿 

The constraints to determine the power level to be used are: 

𝑃𝑡
𝐺2𝐻 ≤ ∑ 𝑃𝑙

𝐶𝑜𝑛𝑡 . 𝑢𝑙
𝐶𝑜𝑛𝑡

𝐿

𝑙=1

      ,   𝑡 = 1, … , 𝑇 (54) 

∑ 𝑢𝑙
𝐶𝑜𝑛𝑡

𝐿

𝑙=1

= 1 (55) 

𝑢𝑙
𝐶𝑜𝑛𝑡 ∈ {0,1}   ,   𝑙 = 1, … , 𝐿 (56) 
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OVERALL MODEL
OBJECTIVE FUNCTIONS: MIN COST, MIN DISCOMFORT

14

Cost: of the energy consumed by all types of loads + power cost –
revenue of selling back to the grid:

energy cost - revenue  + power cost

Discomfort: Penalizing positive and negative deviations (𝛿!" , 𝛿!#) of 
the thermostat lower bound, 𝜃!$%& , to the reference temperature 𝜃'() : 

Additional constraints:
- balance of exchanges grid to home (G2H) and home to grid (H2G)
- battery charge / discharge

[heating mode:  𝑐-> 𝑐,]

min
$	&'(,				$	('&

		* = 	,-./0
123	40567	∆9: − ./0<=>>	40765	∆9:? +,./>ABC0	D>ABC0:

E

>FG

H

0FG

 

 

min	%('()*( + ',)*,)
*∈/

 



SHIFTABLE APPLIANCES 
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Comfort time slots allowed for the 
operation of  shiftable appliances: 

Power required:

0 4 2 3 5 6 7 
Horas 

0 

P 

8 24 1 9 
Time (h)



INTERRUPTIBLE APPLIANCES 
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Energy required to provide the service:

Comfort time slots for the operation of  interruptible appliances: : 

0 4 2 3 5 6 7 
Horas 

0 

P 

8 24 1 9 
Time (h)



PARAMETERS OF THE THERMOSTATIC LOAD (AC)
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!"#$ !%&'"() !*+, !-() .%/)0" 1- 
24ºC 18ºC 20ºC 12ºC 1400W 0 

 

Outdoor temperature:



BASE LOAD AND TOU TARIFFS 
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Base load:

Electricity Prices:



RESULTS MODEL 1 (bi-objective, without batteries and not selling back 
to the grid)
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RESULTS MODEL 1
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Prosumer more concerned with cost

Prosumer more concerned with comfort

“Balanced” prosumer



RESULTS MODEL 1

2323

Cost ≤ 6.1



RESULTS MODEL 1

24

ß weighted-sum with equal weights 

Load diagram: 



RESULTS MODEL 1
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ß weighted-sum with equal weights 

Air conditioner operation and temperatures:



EXTREME NONDOMINATED SOLUTIONS:
AIR CONDITIONER AND TEMPERATURES
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Minimum cost solution: Minimum discomfort solution:



MODEL 2 (min cost with batteries and changes with the grid)
EVOLUTION OF BATTERY CHARGE AND G2H / H2G FLOWS 
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Evolution of static (𝐸),!) and 
EV (𝐸+,!) battery charge

Grid to home power 
(𝑃!,-.) and home to grid 

(𝑃!.-, ) powers



COMPUTATIONAL DIFFICULTIES
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Shiftable and interruptible loads are easily dealt with by the solver.

The control of the AC system imposes a significant computational effort.
The MIP gap increases with the weight assigned to the discomfort objective in the 
bi-objective problem  à 1% ~ 9% with a computational budget of 60 sec.
Computational budget of 5 min.: gap ~4-5%



PRACTICAL IMPLEMENTATION OF HEMS
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Home energy management system (HEMS) parameterized with the consumer’s 
preferences, with communication capabilities to receive grid information (prices 
and other signals) and control appliances. 
Raspberry Pi 3+ : Broadcom BCM2837B0 SoC 1.4 GHz 64-bit quad-core ARM 
Cortex-A53 processor, 512 KB shared L2 cache

Several OS can be installed in a MicroSD, 
MiniSD or SD card, depending on the 
motherboard and adapters available
Raspbian, Debian-based Linux 
distribution, and third-party Ubuntu, 
Windows 10 IoT Core, RISC OS

Size: 85.60 mm × 56.5 mm × 17[90] mm 
$35: low-cost solution



CONCLUSIONS

o Dynamic (ToU) tariffs provide price signal incentives for consumers 
to engage in demand response by means of HEMS. 

o Bi-objective MILP model to optimize demand response in face of 
dynamic tariffs à minimization of energy costs and minimization of 
the discomfort associated with changes regarding most preferred 
settings or time slots.

o For finer time discretization of the planning period the model may 
not be solved to optimality with a solver due to its combinatorial 
nature.

o Feasibility to implement HEMS on a low-cost computer.



Thank you

T H I S  W O R K  H A S  B E E N  S U P P O R T E D  B Y  F C T  – T H E  P O R T U G U E S E  F O U N D A T I O N  
F O R  S C I E N C E  A N D  T E C H N O L O G Y  U N D E R  P R O J E C T  G R A N T  U I D B / 0 0 3 0 8 / 2 0 2 0


