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Sunday, 17:30-19:00 - O’Reilly Hall
Opening Session

Stream: Opening and Closing
Plenary session

Chair: Sedn McGarraghy

Chair: Luis Gouveia

1 - Opening Session
Luis Gouveia, Sedn McGarraghy
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Monday, 8:30-10:00
m MA-01

Monday, 8:30-10:00 - O’Reilly Hall
Sally Brailsford

Stream: Tutorials
Tutorial session
Chair: Inmaculada Rodriguez Martin

1 - Introduction to hybrid simulation
Sally Brailsford

This tutorial provides a basic introduction to hybrid (or multi-
paradigm) simulation, a modelling approach that combines two or
more of the simulation methods discrete-event simulation, system dy-
namics, and agent-based simulation. Although simulation models con-
taining both discrete and continuous variables have been developed
since the 1960s, genuine hybrid simulation - as the term is understood
today - only really came into existence in the 1990s. Initially it was
mainly used within the disciplines of computer science and engineer-
ing, but in recent years there has been a rapid growth in interest among
the operational research (OR) community. This is due in part to the
wider availability and greater user-friendliness of commercial software
for developing hybrid models, but the main reason for its increasing
popularity among OR modellers is its ability to capture multiple as-
pects of complex real-world problems by exploiting the complemen-
tary strengths of the different methods. This talk provides a practical
overview of the topic illustrated by some examples from the field of
healthcare, presents some findings from a recent review of the litera-
ture from an OR perspective, and identifies promising areas for future
research.

m MA-02

Monday, 8:30-10:00 - Moore Auditorium
European Research Council

Stream: Special Session 1
Invited session
Chair: Giovanni Felici

1 - European Research Council: past results and future op-
portunities
Giovanni Felici

European Research Council (ERC) has confirmed its worldwide recog-
nition as one of the most effective funding agencies for bottom-up,
creative high-risk / hi-gain research in all fields of science. In this talk
we will present the functioning of the different calls and the funding
dynamics of ERC, followed by a closer look on the contributions that
funded ERC projects are providing to our disciplines. Time will be
devoted to discussion and to address questions from the audience.

m MA-03

Monday, 8:30-10:00 - Q106

Speed networking and EURO working group
on practice of OR

Stream: Practice of OR (Making an Impact)
Invited session
Chair: Ruth Kaufman

1 - Speed networking and EURO working group on practice
of OR
Ruth Kautman

One of the most important reasons for coming to a conference is
to build your circle of professional acquaintance - with like-minded
people who can encourage and inspire you, and with not-quite-so-
likeminded people who can challenge and extend you, and with the
many people who you can encourage, inspire, and challenge. How-
ever, it is not always easy to meet people when most of our time is
spent sitting listening to presentations. The speed networking session
is a supportive, managed way of meeting people you don’t know: a se-
ries of short, quick-fire sharing of professional information with other
participants, together with an exchange of contact details if you meet
somebody you want to keep in touch with. Latecomers will be admit-
ted but may have to wait for a few minutes before they can join in. The
meeting will also include a short presentation about the EURO Work-
ing Group on Practice of OR, aimed at supporting a pan-European net-
work of practitioners.

m MA-05

Monday, 8:30-10:00 - A003

OR for Development and Developing
Countries 1

Stream: OR for Development and Developing Countries
Invited session

Chair: Gerhard-Wilhelm Weber
Chair: Elise del Rosario

1 - Public school location model for urban areas in devel-
oping countries
Jesica de Armas, Marta Reynal, Helena Ramalhinho Lourenco

Among the public services provided by any government, education is
surely one of the most important. We put our attention on relatively
poor areas with a sharp population increase tendency and where public
schools are equally attractive, have the same quality, similar teaching,
recreation spaces, tradition, and pupils from the same social stratum.
In such areas, private schools are not common, walking is the most
common means of traveling from home to school, and therefore the
objective is equity oriented in terms of accessibility.

An example of this kind of areas is Ciudad Benito Judrez in Mexico. As
this is currently under highly accelerated occupation, proactive mea-
sures to avoid the predicted collapse of the public education system
are needed. New schools and modification of the current ones will be
required, and this process should be developed using rational and broad
supporting tools for decision makers, such as optimization models.

This work assesses the current primary school network in this city
through a realistic and novel coverage location model. The current
and future scenarios are compared to the optimal ones in terms of cov-
erage at a certain walking distance, using an available budget to build
and resize schools. The proposed model is quite flexible and easy to
adapt to new considerations, allowing to apply it to regions in develop-
ing countries under similar conditions. Therefore, it can be provided
as a general decision-making tool.

2 - A Multi-criteria Approach for Constructing a Reference-
dependent Sustainable Human Development Index
Bijaya Krushna Mangaraj, Upali Aparajita, Shruti Surachita
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The human development index (HDI) measures the human develop-
ment performance of a country along three main socio-economic indi-
cators: life expectancy at birth for a healthy life, adult literacy as an
indicator of knowledge, and common logarithmic value of per-capita
gross national income at purchasing power parity as an indicator of a
standard of living. Countries compare themselves with respect to fixed
target (FT), set by the UNDP, in order to improve their overall HDI
values. This paper proposes a sustainable human development index
(SHDI), by adding environmental dimension to the HDI that measures
threats to human health and rises with economic growth and prosperity.
As reference-dependent assessments are increasingly becoming popu-
lar in various evaluations, we suggest a multi-criteria methodology to
determine a reference target (RT) for the countries under consideration
based on peer comparisons. The model avoids the problem associ-
ated with the geometric mean, being used in the HDI, but retains the
same theoretical intuitions of the post 2010 approach, i.e., the non-
substitutability of the criteria. The RT attains the highest value in all
four indicators, has the highest SHDI value and has the lowest short-
fall from the FT. The countries are then ranked based on their relative
closeness to the RT and are classified into four levels, so that they can
prioritize their development strategies accordingly. We implement this
model considering 180 countries for the SHDI ranking.

3 - Modeling pilgrim flows at the Kumbh mela
Ananth lyer, Dalal Jyotirmoy

The Kumbh Mela is a bathing festival that attracts millions of pilgrims
to specific locations where it is held, once every 12 years at each of
4 locations. We collected planning data regarding the Ujjain Kumbh
Mela, created models to identify decision tradeoffs and thus gener-
ated strategic, tactical and operational models to manage people flows.
Our models enable us to characterize the differences between the four
Kumbh locations in Ujjain, Nasik, Allahabad and Haridwar, model the
impact of resident vs visiting pilgrims preferences, model the impact
of waiting time targets on resource requirements and model the benefit
to flexible routing. A combination of planning reports and survey data
is used to estimate the impact of choices on capacity required.

m MA-06

Monday, 8:30-10:00 - A004
Energy Market Modelling Challenges

Stream: Modelling & Analytics for Energy Economics |
Invited session

Chair: Mel Devine
Chair: Valentin Bertsch

1 - On limitations of optimization models for computing the
equilibrium in competitive markets
Steffen Kaminski, Kris Poncelet, Erik Delarue

Before the liberalization of the energy markets a central planner (e.g. a
government) faced the problem of determining a long-term investment
plan, which minimized the total cost of the energy provision. As such,
long-term planning models -formulated as optimization problems-
were developed. Since the liberalization of energy markets, invest-
ments in generating capacity and operational decisions are made by
private generation companies aiming to maximize their profits. Hence,
there is no longer a central authority, instead market participants com-
pete with each other forming a market.Both optimization and equilib-
rium modelling can be utilized to determine the market equilibrium.
While the inherent assumption of perfectly competitive (e.g. price-
taking) agents in optimization models is well known, there are other,
less commonly known limitations, which restrict the use of optimiza-
tion models for computing the market equilibrium. More specifically,
certain market designs, policy interventions or behavioral assumptions
of agents cannot be represented in optimization models. To the best
of our knowledge, there is no general overview of these limitations
and implications for simulating deregulated markets. To fill this gap,

our contribution provides a descriptive analysis of the relation between
optimization and equilibrium models, it highlights limitations of opti-
mization models and eventually exemplifies the takeaways in an illus-
trative example of green certificate trading.

Strategic operation of storage in energy markets: an
EPEC approach
Mihély Dolédnyi, Kenneth Bruninx, Erik Delarue

In future energy systems with higher shares of renewable energy
sources (RES), (distributed) energy storage systems (ESS) may play
a crucial role in the generation mix. Energy storage systems add flex-
ibility to the system and thus may compensate for the variability and
imbalances caused by intermittent generation and demand. However,
the distinct features of storage systems, e.g., their limited energy con-
tent, will affect the design and outcome of energy markets. To study the
implications of a large scale introduction of distributed energy storage
on energy markets, we employ a multi-period equilibrium model with
equilibrium constraints. This approach enables us to model the strate-
gic interactions of self-interested agents on a common market. In the
model, we represent storage units, renewable sources and conventional
generation as individual, profit-seeking agents through bi-level opti-
mization problems. The market clearing is explicitly modeled and em-
bedded in the lower level of each player’s optimization problem. After
merging the optimality conditions of the individual Mathematical Pro-
grams with Equilibrium Constraints (MPEC), we solve the resulting
Equilibrium Problem with Equilibrium Constraints (EPEC) as a large-
scale non-linear problem. In an illustrative case study, we demonstrate
how the overall size of the storage owned by a single actor may lead to
market power abuse by quantifying the changes in social welfare and
the profitability of ESS.

Pricing mechanisms and market designs in peer-to-peer
electricity trading
Jens Weibezahn, Alexandra Liith, Jan Zepter

The decline in the price of photovoltaic (PV) cells and battery storages
in recent years has led to a broad implementation of small-scale PV in-
stallations in households - some including residential storage systems
-, transforming customers into "prosumers" and increasing the rate of
self-consumption in those households. This development also brought
up the first pilot projects of local electricity markets in the form of so-
called peer-to-peer trading platforms, in part based on the blockchain
technology. Many pricing schemes lack however incentives to per-
suade households to invest e.g. in generation infrastructure.

We develop a model to assess pricing mechanisms and market designs
in order to identify the main drivers in prices for a peer-to-peer mar-
ket. Different scenarios for the situation of an alternative to the existing
trans-regional electricity grid as well as for the construction of a local
micro grid are being analyzed. The model is set up as an optimization
model, resembling a local/regional market comprised of a number of
model households representing heterogenous types of consumers and
prosumers as well as battery storage owners/operators.

Preliminary results give an indication how local energy markets should
be set up and operated with respect to remuneration schemes and pric-
ing options in order to incentivize households to part-take and invest in
the necessary infrastructure.

Analysing long-term interactions between demand
response and different electricity markets using a
stochastic market equilibrium model

Valentin Bertsch, Mel Devine

Demand response (DR) as a source of flexibility is considered to be-
come increasingly important in power systems based on renewable
energy sources (RES), which are characterised by increasingly dis-
tributed, volatile and uncertain supply. We explore the impact of DR
on generator investments and profits from different markets, on costs
for different consumers from different markets, and on CO2 emissions
under consideration of the uncertainties associated with the RES gen-
eration. We develop a novel stochastic mixed complementarity model
in this paper that considers both operational and investment decisions,
that considers interactions between an energy market, a capacity mar-
ket and a feed-in premium and that takes into account the stochastic-
ity of electricity generation by RES. We find that DR particularly in-
creases renewable generator profits. While DR may reduce consumer
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costs from the energy market, these savings may be (over)compensated
by increasing costs from the capacity market and the feed-in premium.
This result highlights the importance of considering such interactions
between different markets.

m MA-07

Monday, 8:30-10:00 - A0O07
Stochastic Optimization

Stream: Stochastic Modeling and Simulation in Engineer-
ing, Management and Science

Invited session

Chair: Leif Meier

1 - Sustainable technologies for supplying packaging ma-
terials - a simulation based design
Thorben Rieck, Leif Meier, Frank Thomas

Due to increasing e-commerce volumes and therefore enormous in-
crease in packaging materials, we investigate new technologies to re-
duce shipping bottlenecks and enable sustainable and environmental
friendly packaging processes in a realistic case-study based on actual
customer data. The simulation deals with the conception and analysis
of the packaging supply of a fully automatic system by TUP.

Parameters investigated were order sequences, set-up time, distribu-
tion of packaging materials, processing time and order allocation to
production lines and we proved reliable performance of designed sys-
tem, stock optimization, dynamics depends on packaging set up and
occupancy rate of each processing line.

Simulation results validates the design, allows to improve parameter
settings and forecasts potential reductions of plastics usage in auto-
mated systems in reality.

2 - Applying evolutionary algorithms to the simulation-
based optimization of the Viennese mass rapid transit
network
David Schmaranzer, Roland Braune, Karl Doerner

We present a simulation-based headway optimization for urban mass
rapid transit networks. Urban population growth, traffic congestion, ef-
forts to reduce emissions as well as municipal ambitions to improve the
quality of life for residents (e.g., by pedestrianization, reducing traffic,
etc.) and tourism, make it necessary to continuously readjust urban
mass rapid transit networks. The underlying discrete event simulation
model contains several stochastic elements like time-dependent de-
mand and turning maneuver times, direction-dependent vehicle travel
and passenger transfer times. Passenger creation is a Poisson pro-
cess which uses hourly origin-destination-matrices based on anony-
mous mobile phone and counting data. The number of passengers
on platforms and within vehicles are subject to capacity restrictions.
As a microscopic element, passenger distribution along platforms and
within vehicles is considered. The bi-objective goals of cost reduction
(measured in productive fleet mileage) and service level improvement
(measured in mean waiting time per passenger) are transformed into a
single-objective optimization problem by normalization and scalariza-
tion. Population-based evolutionary algorithms and different solution
encoding variants are applied. Computational experience is gained
from test instances based on real-world data. The covariance matrix
adaption evolution strategy performed best in most cases. A newly
developed encoding produced better short-term results.

3 - Black-box Combinatorial Optimization with Costly and
Noisy Evaluations using Models with Integer-valued
Minima
Laurens Bliek, Sicco Verwer, Mathijs de Weerdt

In many practical applications, an objective needs to be optimized for
which no known mathematical formulation is known. If this objective
can only be evaluated with costly and noisy measurements, most stan-
dard optimization algorithms are unsuited to find the optimal solution.
Specialized algorithms to deal with exactly this situation make use of
surrogate models. These models are usually continuous and smooth,
which is beneficial for continuous optimization problems, but not nec-
essarily for combinatorial problems. However, by choosing the basis
functions of the surrogate model in a certain way, it can be guaranteed
that the optimal solution of the surrogate model is integer. This ap-
proach is shown to outperform simulated annealing on a toy example,
and outperforms both simulated annealing and Bayesian optimization
on a noisy traveling salesman benchmark problem.

m MA-08

Monday, 8:30-10:00 - A008

Statistical and Deep Learning Techniques
for Energy Time Series

Stream: Modelling & Analytics for Energy Economics Il
Invited session
Chair: Dogan Keles

1-

Can Time-Series Methods Improve the Accuracy of the
Wind Energy Forecasts? Evidence from Ireland
Kevin Forbes, Ernest Zampelli

If the wind energy forecasts in Ireland are optimal, then the forecast er-
rors will be purely random, i.e. "white noise." Based on Portmanteau
(Q) tests for lags 1 through 100, the wind energy forecast errors in Ire-
land do not exhibit the white noise property. We also note that an OLS
analysis reveals the errors in Ireland’s wind energy forecasts have the
undesirable property of being statistically related to forecasted weather
conditions as well as the forecasted level of wind energy.

Based on the attributes of the forecast errors, an ARCH/ARMAX
model is formulated. The structural regressors in our model include the
level of forecasted wind energy, modeled meteorological conditions, a
proxy for expected wind energy curtailments, and binary variables for
the season and hour of the day. Our estimation approach is quite ag-
gressive in its application of the ARCH/ARMA terms. Specifically, we
estimate an ARMA(30, 48) model with a nonlinear ARCH(S) process.

The model is estimated using quarter-hour data over the period 1 Jan-
uary 2015 through 31 December 2016. The model has a R-squared of
0.997. The model is evaluated using out-of-sample data over the period
1 January 2017- 31 December 2017. The one-period-ahead forecasts
have a weighted-mean-absolute-percentage-error (WMAPE) of about
4.2 percent. This is about one-third the WMAPE associated with the
forecasts reported by Eirgrid over the same time period.

Artificial Neural Networks in EPF: Are deep structures
beneficial?
Grzegorz Marcjasz

Deep Neural Networks are currently gaining popularity, with many
seeing them as the state-of-the-art modeling and forecasting tech-
nique.Their effectiveness in the context of the day-ahead electricity
price forecasting was also shown by some researchers. Here, the
overview of possible approaches and the use of forecast improvement
frameworks, such as Variance Stabilizing Transformations, are pre-
sented along with potential issues and results of limited testing on di-
verse data sets originating from the United States and Europe.

Stochastic simulation of spatial-temporal correlated re-
newable feed-in series
Benjamin Bocker



MA-10

EURO 2019 - Dublin

In future energy systems with a high share of renewable energy (RE),
matching electricity demand and supply becomes increasingly chal-
lenging. The resulting need of flexibility strongly depends on the spa-
tial and temporal coincidence of renewable infeed as well as on the
existing grid. By utilizing spatial-temporal balancing effects of dis-
tributed renewable infeed, the flexibility needs can be reduced. The
developed model combines different methods to meet with the chal-
lenges of RE infeed. Technical, regional, seasonal and time-of-day de-
pendencies are key drivers of the actual infeed respectively the range of
the expected infeed. The actual infeed is transformed into its quantile,
which corresponds to the expected range by using quantile regression.
For the modelling of photovoltaic infeed, this method allows to avoid
the challenges in the morning and evening hours by shifting the per-
spective to cloud permeability. Multivariate Copulas are used to con-
sider spatial as well as temporal correlations according to respective
quantile within a stochastic process. The advantage of this model is
shown in a selected application.

Modeling of Control Reserve Prices using Econometric
and Artificial Intelligence Approaches
Emil Kraft, Dogan Keles

In Germany, Transmission System Operators (TSOs) procure different
reserve power products meeting different quality requirements through
tenders. This leads to market segments for primary, secondary (auto-
matic Frequency Restoration Reserve, aFRR) and tertiary control re-
serve power within the market for ancillary services. Besides reserve
power markets, potential suppliers face several opportunities to market
their flexible generation capacity. Therefore, forecasting of prices in
several markets is crucial for market participants, for both taking the
trading decision and placing optimal bids. This study focuses on the
German aFRR market, which is the largest European one and consists
of a two-part pay-as-bid auction for each 4-h-slice of the day. The mod-
eling and forecasting of prices of ancillary services markets has been
comparatively rare in the literature. We therefore explore methods to
forecast aFRR prices and to identify different bidding strategies. Most
of price forecasting models originate from either approaches based on
time series analysis or from artificial intelligence or machine learning
approaches. We apply SARIMA as well as regression models to aFRR
price forecasting. The presence of intermittent spikes and nonlineari-
ties makes the prediction very challenging. Therefore, we use also an
artificial neural network (ANN) approach. We then compare the fore-
cast quality of linear SARIMA and non-linear ANN models with and
without additional external predictors.

m MA-10

Monday, 8:30-10:00 - HO.12

Topics in Robust Optimization

Stream: Robust Optimization
Invited session
Chair: Thsan Yanikoglu

1-

Robust parameter design and optimization for injection
molding
Ihsan Yanikoglu

The aim of this study is to develop an optimization methodology to de-
termine the values of the injection molding machine’s key decision pa-
rameters for producing a specific product such that the desired quality
level is attained in a shorter production cycle time. To demonstrate the
idea, we focus on an injection molding product, a refrigerator door cap,
made from a thermoplastic raw material and its key quality characteris-
tic, warpage. The proposed robust parameter design and optimization
approach uses the Taguchi methodology and robust optimization ap-
proach. After determining the optimal settings, they are implemented
to the injection molding machine and parts are produced in compliance
with the results reported in this paper. The numerical results show that

the new designs significantly improve the warpage quality character-
istic and the total production cycle time of the product compared with
the current design of the manufacturing company.

Robust Reformulations of Ambiguous Chance Con-
straints with Discrete Probability Distributions

Farzad Avishan

We propose robust reformulations of ambiguous chance constraints
when the underlying family of distributions is discrete and supported
in a so-called p-box or p-ellipsoidal uncertainty set. Using the robust
optimization paradigm, the deterministic counterparts of the (ambigu-
ous) chance constraints are reformulated as mixed-integer program-
ming problems which can be tackled by commercial solvers for mod-
erate sized instances. For larger sized instances, we propose a safe
approximation algorithm that is computationally efficient and yields
high quality solutions. The associated approach an the algorithm can
be easily extended to joint chance constraints, nonlinear inequalities,
and dependent data without introducing additional mathematical op-
timization complexity to that of the original robust reformulation. In
numerical experiment, we first present our approach over a toy sized
chance constraine knapsack problem. Then we compare optimality
and computatonal performances of the safe approximation algorithm
with those of the exact and the randomized approaches for larger sized
instances via Monte Carlo simulation.

Two-stage distributionally robust convex optimization
with discrete uncertainty

Anirudh Subramanyam, Kibaek Kim

We study two-stage distributionally robust convex programs. By as-
suming only that a finite training dataset is available about the un-
known parameters, we aim to determine a decision that performs best
in view of the worst-case distribution among those that are contained
within some chosen Wasserstein distance of the empirical distribution.
Under this setting, recent works have studied single-stage convex pro-
grams as well as two-stage linear programs with continuous parameters
supported on a polyhedron. In this work, we study two-stage convex
conic programs with discrete-valued uncertain parameters. We extend
recent results to show that this class of problems also admits an equiv-
alent reformulation as a finite (single-stage) convex program. We also
propose an exact algorithm for its solution, that is scalable with respect
to the cardinality of the training dataset. We exemplify our results via
several illustrative numerical examples. Our results directly extend to
the classical robust optimization setting.

The tight upper bound of sample variance over interval
data: An easy NP-hard problem?

Ondrej Sokol, Miroslav Rada, Michal Cerny

Having interval-valued dataset, it is NP-hard to compute the tight up-
per bound of sample variance. However, polynomial-time algorithms
were consctructed for various special cases. In our talk, we focus on
the case where the number of intervals intersecting at any point is lim-
ited. Firstly, we propose an efficient implementation of the known al-
gorithm and improve its asymptotic complexity. Secondly, we show
that the special case covers surprisingly broad class of randomly gen-
erated datasets. Namely, we prove that if (i) the centers of the inter-
vals in the dataset come from a continuous distribution with bounded
density function and (ii) the radii of the intervals in the dataset are
bounded from above, then the number of intervals intersecting in any
point is limited in such a way that the algorithm works (on average) in
asymptotically polynomial time in the number of obervations.

m MA-11

Monday, 8:30-10:00 - H1.12
Vector and Set-Valued Optimization |

Stream: Vector and Set-Valued Optimization
Invited session

Chair: Lidia Huerga

Chair: Vicente Novo
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About a class of multicriteria microarray games and ap-
plications to medicine problems
Lucia Pusillo, Vito Fragnelli

In this paper, a class of multiobjective games with applications to a
medicine setting is studied. We provide the notions of Shapley value
and Banzhaf value for a multicriteria game and we apply them to a mi-
croarray game (introduced in Moretti et al. TOP, 2007; 15, 256-280).
We give an axiomatic characterization too

Recent developments of Ekeland’s variational principle
Truong Q. Bao

This talk discusses recent developments of Ekeland’s variational prin-
ciple in quasi-metric spaces; i.e., a quasi-metric does not possess the
symmetry axiom (in the case we allow the distance from one point to
another point is not necessarily equal to the distance from the second
point to the first point) and the coincidence axiom (in the case we allow
the distance between two distinct points might be zero).

‘We propose a new unified way to establish versions of Ekeland’s vari-
ational principle for vector-valued functions and set-valued maps. It
combines Gerstewitz’ nonlinear scalarization technique and variational
tools. Doing this allows us to weaken assumptions on boundedness
from below and lower semi-continuity. Examples are provided to il-
lustrate improvements of the results.

On unbounded convex vector optimization problems
Andrea Wagner, Firdevs Ulus, Birgit Rudloff

Benson’s Algorithm is an approximation method for solving multi-
objective optimization problems. It was further and further developed
during the last years in order to make it applicable to a greater vari-
ety of programs. Amongst others, a variant for bounded convex vector
optimization problems was introduced.

A necessary first step for solving convex vector optimization problems
is to find an initial outer approximation. If the problem is unbounded,
this is not always straight forward. While in case of vector linear pro-
grams this first step was done by solving a homogeneous linear pro-
gram, the unbounded convex case was not treated yet. This study pro-
poses a method that allows to find both an initial outer approximation
and the set of minimal directions also for unbounded, convex prob-
lems, provided that the upper image is self-bounded.

Characterization of approximate proper efficiency in
vector optimization with difference of mappings

Lidia Huerga, César Gutiérrez, Bienvenido Jiménez, Vicente
Novo

We introduce a notion of approximate proper efficiency in the sense of
Henig for vector optimization problems and we study its main prop-
erties. Then, we focus on the particular case of a vector optimization
problem whose objective mapping is given by a difference of two map-
pings, and we characterize its approximate proper solutions. For this
purpose, a related epsilon-subdifferential for vector mappings is de-
fined and its basic properties as well as a Moreau-Rockafellar calculus
rule are derived.

m MA-12

Monday, 8:30-10:00 - H1.51

Dynamic Flows and relevant application

contexts

Stream: Combinatorial Optimization |
Invited session

Chair: Maria Grazia Scutella

Chair: Antonino Sgalambro

1-

A Branch and Price Algorithm to solve the Quickest
Multicommodity k-Splittable Flow Problem
Antonino Sgalambro, Anna Melchiori

In Network Optimization, k-splittable flows were introduced to en-
hance modeling accuracy in cases where an upper bound on the num-
ber of supporting paths for each commodity needs to be imposed, thus
extending the suitability of network flow tools for an increased number
of applications. Such modeling feature has recently been extended to
dynamic flows with the introduction of the strongly NP-hard Quickest
Multicommodity k-Splittable Flow Problem (QMCkKSFP). The prob-
lem asks for routing and scheduling each commodity demand through
at most k different paths in a capacitated dynamic network while min-
imizing the makespan of the process. We present the first exact algo-
rithm for solving the QMCKSFP. The technique falls within the Branch
and Price class and is based on original relaxation, pricing and branch-
ing procedures. Linearization and variable substitution are used to
obtain the relaxation problem from the path-based formulation of the
QMCKSFP. The pricing problem is modeled as a Shortest Path Prob-
lem with Forbidden Paths with additional node-set resources on a time
expansion of the original digraph and is solved via a tailored dynamic
programming algorithm. Two original branching rules are designed for
restoring feasibility whenever k-splittable or binary variable domain
constraints are violated. The results of an extensive batch of compu-
tational experiments conducted on small to medium-size instances are
presented, showing a highly satisfactory performance of the algorithm.

An inventory-routing problem for a large warehouse

with a high degree of product rotation
Giacomo Lanza, Mauro Passacantando, Massimo Pappalardo,
Maria Grazia Scutella

We consider an inventory-routing problem critically impacting the per-
formance of a large warehouse characterized by a high degree of prod-
uct rotation. In a given time horizon, commodities are released from
the production area and need to be stored in stocking areas, while
commodities are requested to be picked from the stocking areas and
delivered to a pre-loading area, from where they will be sent to final
customers. Both stocking and picking have to follow peculiar man-
agement rules: storing should be performed in such a way that each
commodity occupies contiguous areas, while picking should follow a
first-in first-out criterion. Movements inside the warehouse are per-
formed by two types of vehicles, whose routing is restricted to disjoint
areas of the warehouse, and which may exchange commodities only
at specific zones. The problem is formulated as a network optimiza-
tion model on a time-space network, to represent the dynamics of the
physical system over time. The objective is to minimize the cost of the
operations by satisfying production and final customer requests, and
by respecting the management stocking-picking rules and the capacity
of both types of vehicles and of the different warehouse areas. Prelim-
inary computational results based on real data are presented.

This work was supported by Region of Tuscany-Regional Gov-
ernment (POR FESR 2014-2020-Line 1-Research and Development
Strategic Projects) through the Project IREAD4.0 under Grant CUP
7165.24052017.112000028

Dynamic Flows under Travel Time Uncertainty
Arie Koster, Corinna Gottschalk, Frauke Liers, Britta Peis,
Daniel Schmand, Andreas Wierz

We study dynamic network flows with uncertain input data under a
robust optimization perspective. In the dynamic maximum flow prob-
lem, the goal is to maximize the flow reaching the sink within a given
time horizon T , while flow requires a certain travel time to traverse an
edge. In our setting, we account for uncertain travel times of flow. In
this talk, we describe how the theory on dynamic flows can be extended
to this case and focus on the computational complexity of the problem.
We show that the dynamic robust maximum flow is considerably more
complex than the already NP-hard static version. In particular, it is
NP-hard to verify feasibility of a given candidate solution.
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1 - Extension of Dynamic Programming for Bi-criteria Com-
binatorial Optimization
Michal Mankowski, Mikhail Moshkov

The conventional dynamic programming algorithms for solving com-
binatorial optimization problems include a structure of subproblems of
the initial problem. Such algorithms return only one solution. We de-
signed an extension of the dynamic programming approach that allows
us to construct the set of Pareto optimal points for a bi-criteria opti-
mization problem. We propose a fairly universal framework to work
with combinatorial optimization problems which is based on the use of
so-called circuits without repetitions. Such circuits represent the sets
of elements under consideration and are used by bi-criteria optimiza-
tion algorithms. To evaluate our framework, we constructed circuits
without repetitions for multiple combinatorial optimization problems
such as convex polygon triangulation, optimal binary search tree, one-
dimensional clustering, line breaking, or sequence alignment. We eval-
uated the number of operations required by the optimization algorithm
and considered the results of the experiments. We recognized an ele-
ment that is optimal relative to two cost functions at the same time. We
evaluated the existence of such elements and constructed Pareto fronts
for considered problems.

2 - On grain map reconstruction
Peter Gritzmann

The problem of understanding the granular structures of polycrystals
is of basic interest in material sciences. Here we focus on the discrete
inverse problem of reconstructing grain maps from only few measured
parameters (volume, center and, possibly, moments) for each grain. We
develop an optimization model for balanced clusterings which leads
to an efficient algorithm for computing appropriate anisotropic dia-
grams.We demonstrate its favorable behavior both theoretically and for
real-world data.

(Joined work with A. Alpers, A. Brieden, A. Lyckegaard and H.
Poulsen)

3 - Theoretical Results for the Multiple Traveling Salesper-
son Problem on Regular Grids
Anna Jellen, Philipp Hungerléinder, Stefan Jessenitschnig,
Lisa Knoblinger, Manuel Lackenbucher, Kerstin Maier

In this work we analyze the multiple Traveling Salesperson Problem
(mTSP) on regular grids. While the general mTSP is known to be
NP-hard, the special structure of grids can be exploited to explicitly
determine optimal solutions, i.e., the problem can be solved in linear
time.

Our research is motivated by several real-world applications, like
search and rescue operations or delivering goods with swarms of un-
manned aerial vehicles (UAV). Regular grid structures can be used to
divide large search areas in several equal-sized squares. The size of a
square is chosen as large as the sensor or camera range of a UAV.

First, we suggest a Mixed Integer Linear Program (MILP) for the
mTSP on regular grids where we distinguish between two objective
functions. The first one aims to minimize the total tour length of all
salespersons, which is motivated by minimizing the average search
time for a missing person. The second objective function minimizes
the maximal tour length of a single salesperson, which is motivated by
minimizing the maximal search time for a missing person.

With the help of these MILPs and combinatorial counting arguments,
we establish lower bounds, explicit construction schemes and hence
optimal mTSP solutions for specific grid sizes, depot positions and
number of salespersons.
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A Variational Model for Data Fitting on Manifolds by Min-
imizing the Acceleration of a Bézier Curve
Ronny Bergmann, Pierre-Yves Gousenbourger

Fitting a smooth curve to a set of n data points lying on a Rieman-
nian manifold and associated with real-valued time points is a common
problem in applications like wind field approximation, rigid body mo-
tion interpolation, or sphere-valued data analysis. The resulting curve
should strike a balance between data proximity and a smoothing regu-
larization constraint.

In this talk we present a variational model to fit a composite Bézier
curve to the set of data points on a Riemannian manifold. The result-
ing curve is obtained in such a way that its mean squared acceleration
is minimal in addition to remaining close the data points. We approxi-
mate the acceleration by discretizing the squared second order deriva-
tive along the curve. We derive a closed-form, numerically stable and
efficient algorithm to compute the gradient of a Bézier curve on mani-
folds with respect to its control points. This gradient can be expressed
as a concatenation of so called adjoint Jacobi fields. Several examples
illustrate the capabilities of this approach both for interpolation and
approximation.

Iteration-complexity of steepest descent method for
multiobjective optimization on Riemannian manifolds
Orizon P Ferreira, Mauricio Louzeiro, Leandro Prudente

The steepest descent method for multiobjective optimization on Rie-
mannian manifolds with lower bounded sectional curvature is analyzed
in this paper. The aim of the paper is to present iteration-complexity
bounds for this method. In addition, some examples are presented to
emphasize the importance of working in Riemannian setting.

Optimality conditions for non-differentiable multiobjec-
tive program on Riemannian manifolds
Glaydston Bento

It is known that optimality criteria form the foundations of mathemat-
ical programming both theoretically and computationally. In this talk
optimality conditions for multiobjective optimization problems will
be approached which allowed to consider the proximal point method
without any assumption of convexity over the constraint sets that deter-
mine the vectorial improvement steps throughout the iterative process.

On the spherical quasi-convexity of quadratic functions
on spherical self-dual convex sets
Sdndor Zoltin Németh, Orizon P Ferreira, Lianghai Xiao

This talk is about spherical quasi-convexity of quadratic functions on
spherically self-dual sets. Sufficient conditions for spherical quasi-
convexity on self-dual sets are presented. A partial characterization of
spherical quasi-convexity on spherical Lorentz sets is given and some
examples are provided.
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Locating Platforms and Scheduling a Fleet of Drones for
Emergency Delivery of Perishable ltems
Alessandro Agnetis, Monica Gentili, Pitu Mirchandani

We consider an integrated location-scheduling problem concerning the
use of unmanned aerial vehicles (drones) for sending perishable sup-
plies to demand points that are not easily reachable otherwise, as it
occurs when essential medical supplies must be shipped to commu-
nities in rural or underdeveloped regions. In our scenario there is a
set of n demand points. Each demand point must receive a package,
and depending on the package delivery time, the demand point incurs a
certain disutility (cost), typically nondecreasing with the delivery time.
There is a set of potential locations for drone platforms. The problem is
to jointly locate drone platforms, assign a set of demand points to each
drone (within the drone platform range) and schedule the drones’ tasks
so that total disutility is minimized. We consider two problems: (i) a
single-period problem (e.g. one day), in which all deliveries have to be
completed within the period, and (ii) a two-period problem, in which
deliveries can be carried out across the two periods, and a limited num-
ber of drone platforms can be relocated between the two periods (e.g.
overnight). We propose time-indexed formulations for both problems
and present computational results, addressing managerial issues such
as: the impact of the number of drones and their radius on the quality
of service, as well as the benefits of relocating drones vs. increasing
their number.

Optimally scheduling a single crane in an automated
storage and retrieval system
Simon Emde, Lukas Polten, Michel Gendreau

This paper investigates the problem of scheduling a set of jobs on a
single batching machine to minimize the maximum lateness, where
jobs may be subject to precedence constraints and incompatibilities.
Single batching machine scheduling has many applications, but this
study is particularly motivated by single crane scheduling in an auto-
mated storage and retrieval system (AS/RS): given a set of transport
requests, which requests should be processed together in the same dual
command cycle, and in what order should the cycles be processed?
Since storage and retrieval requests may refer to the same physical
item, precedence constraints must be observed. Moreover, the crane
may not be capable of handling multiple storage or retrieval requests
in the same cycle, hence the need to account for incompatibilities. We
present a novel exact algorithm based on branch & Benders cut, which
is shown to solve even large instances with more than 100 jobs to op-
timality in many cases. For the special case without precedence con-
straints and incompatibilities, it improves on several best-known upper
bounds from the literature.

Who should collect? Collection cost and reverse chan-
nel configuration
Nora Doérmann, Jochen Goénsch

Choosing the optimal reverse channel configuration requires analysis
of the underlying collection cost structure and its impact. A manufac-
turer who remanufactures his own products can choose between man-
aging collection of used products himself, let the retailer manage col-
lection or involve a third party company to manage collection. In par-
ticular, we consider a convex collection cost function that depends on
the collection rate. Contrary to previous literature, we discuss that the
manufacturer always prefers retailer-managed collection, independent
of collection cost. The retailer will always choose a positive collec-
tion rate. If collection cost is above a certain threshold, not all used

products will be collected and the manufacturer (almost) collects all
channel profits. Third party-managed collection is always dominated.

Optics and optimization
Eitan Bachmat

We will explain a simple basic relation between certain resource al-
location problems and optics. We will then show more specifically
how we can construct certain optimal airplane boarding strategies by
constructing thin focal lenses for electrons in the setting of space-time
(relativistic) geometry.
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Ensemble Methods in Dynamic Pricing
Dirk Sierag

In this case study a scalable dynamic pricing method is applied to sev-
eral datasets. The goal is two-fold: (1) improve forecast accuracy,
and (2) optimize prices. The method exploits ensemble techniques to
estimate parameters and price-sensitivity functions, which are subse-
quently used to optimize prices. Along with performance results of our
method, we will discuss the impact of feature selection/engineering on
these datasets and the relationship between forecasting accuracy and
price optimization.

Interpreting the Corporate Bankruptcy Forecasts: A Hy-
brid Bayesian Network Model
Yi Cao, Xiaoquan Liu, Jia Zhai, Shan Hua

Despite their empirical success and popularity in the area of health-
care diagnosis, Bayesian network models are rarely considered in
bankruptcy prediction although the two areas address research ques-
tions of a similar nature. In this study, we develop an interpretable
hybrid Bayesian network model for predicting firm bankruptcy proba-
bility. To construct the model, we select relevant accounting and finan-
cial ratios by the least absolute shrinkage (LASSO) logistic regression
model, establish the topology of a Bayesian network with selected vari-
ables, and obtain parameter estimates for conditional probabilities by
the expectation-maximization algorithm. Our empirical results, based
on a comprehensive dataset of 32,344 US firms between 1961-2018,
show that our Bayesian network model outperforms five popular alter-
native models and is outperformed only by the deep neural network
model in terms of prediction precision. Crucially, our hybrid Bayesian
network provides a clear interpretation of model internal functional-
ity by offering the logic reasoning process of how the final conditional
default probability is achieved and the sensitivity of the conditional
probability with respect to changes in input variables. Our model rep-
resents the first step towards interpretable machine learning methods
for obtaining bankruptcy probability prediction with great accuracy.

Use of Social Media Big Data for Predicting the Credit
Ratings of Companies

Leonie Tabea Goldmann, Jonathan Crook, Raffaella Calabrese
Predicting the financial performance of companies using various data
sources has been the focus of a large number of studies. However, cur-
rent models can still be improved to achieve even better predictions.
This research makes three contributions to knowledge. First, this re-
search introduces a new method to more accurately predict the prob-
ability that a company’s credit rating stays the same or will change.
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More specifically, this research exploits the vast increase in social me-
dia data put out by companies, that enables one to develop more predic-
tive models than those developed in the past. By analysing the tweets
put out by different companies, we show that there is a correlation be-
tween specific words in the tweets and the credit rating. Furthermore,
we will show that using these words in a predictive model leads to an
increase in predictive power when comparing with a model not con-
taining these words as predictors. Second, we are using differential
language analysis for identifying linguistic features in tweets that are
most predictive of a change in credit ratings, a method which is usu-
ally used in psychology and health and has not been used in a financial
context before. Third, we use a very large and unique dataset of vari-
ables from different frequencies for the analysis. For instance, tweets
from 2016 to April 2018 are considered as well as data on the compa-
nies, such as their size or their sector of a large sample of NYSE listed
companies.

Enhancing Material Profiling in Automotive Supply
Chains via Principal Component Analysis and K-means
Clustering

Joao Gongalves, Paulo Cortez, Sameiro Carvalho

Complex Supply Chain (SC) networks encompass erratic behaviors
that pose challenges in the field of supply chain management. This
occurs at a time where available data is rapidly increasing in both vol-
ume and variety. By using real-world data from a major automotive
electronics SC, this paper takes advantage of unsupervised learning
approaches to detect and grasp important patterns among several lo-
gistic features that coexist in this context. Concretely, Principal Com-
ponent Analysis (PCA) is first employed to analyze and understand the
interrelations between ten quantitative and dependent variables associ-
ated with different types of raw material and suppliers. Afterwards,
the Principal Component (PC) scores are characterized via a K-means
clustering. As a result, K-means based on the PC scores enabled us
to classify the samples into four clusters and to derive different pro-
files for multiple raw material parts. Overall, the combination between
K-means and PCA enabled the finding of interesting logistic feature-
patterns, showing its relevance in improving raw material inventory
management in dynamic supply chains.
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Hierarchical Document Classification using Overlapped
Features
Daiki Min, Jeen-Young Kim

The rapid growth of digital documents has recently motivated the re-
search on classifying documents to efficiently exploit information con-
tained in the documents. However, there are several obstacles degrad-
ing classification performance. These include hundreds of multino-
mial classifiers, high levels of similarity between classes, class size im-
balance, high dimensional representation space, and a low frequency
of discriminative features. This paper proposes a feature selection
methodology to classify documents sequentially by generating binary
tree hierarchies. In document classification problems, low inter-class
similarity is generally preferred for improving classification perfor-
mance. Unlike the conventional methods, we mainly focus on the
use of features that have high inter-class similarity for classifying non-
structured documents. Numerical examples on scientific papers about
rainwater harvesting, which is a technology designed to cope with cli-
mate change, are given to show the effectiveness of the proposed hier-
archical feature selection scheme.

2-

Category Portfolio and Shelf Positioning Optimization
in Multi-Brand Retail Outlets: A Case Study in the UAE
Santanu Roy, Krishnapriya Sudheesh

The subject of retail productivity has assumed a critical dimension
in the recent past. The work reported here was carried out within
the context of a multi-brand retail chain conglomerate, headquartered
in one of the large Emirates in the UAE. Specifically, the Food and
Home supermarkets run by this chain formed the context of the study.
Five retail outlets were selected keeping in view the similarities in
customer demography (nationalities/food habits) and economic back-
ground. For carrying out category portfolio optimization, data of the
entire stock keeping units (SKU) inventoried across these five outlets
of the retail chain, belonging to eight master categories, were consid-
ered. Dead/slow moving SKUs were identified and then eliminated
from further consideration. Next, space productivity indices and gross
profit margins of 13 master categories were evaluated, again at an ag-
gregate level, leading to the selection of five top-selling master cate-
gories. As a part of the category-shelf location optimization process,
the exact zone locations of the selected five master category-shelves
within each of the five stores were mapped out. The space produc-
tivity indices of category-shelf/zone combination in each of the retail
outlets were used in the form of an input matrix to an assignment
model, solved through HungarianAlgorithm.com software. The op-
timized category-shelf/zone combination showed an increase in store
profits compared to the current profits, validating our model.

Knowledge Management’s Key Challenge: How Do We
Accelerate Learning?
Uttarayan Bagchi, Amitava Dutta

Different organizations learn at different rates. If, as has been argued,
the only sustainable advantage you as an organization may have is your
ability to learn faster than your competitors, the key challenge organi-
zations in the knowledge economy face is how to accelerate learning.
We explore both what speeds up learning and what slows down learn-
ing. We consider the relative importance of managing existing knowl-
edge and creating new knowledge. We also articulate specific steps for
individuals and organizations striving to learn faster.

Data-Driven Evidential Reasoning Approach for Auto-
mobile Insurance Fraud Detection

Xi Liu

Machine learning models have gained an increasing amount of atten-
tion in learning complex patterns; however, the added complexity has
come at the cost of model interpretability. This paper aims to develop a
transparent intelligent automation system which can provide a decision
by acquiring evidence and evaluating the reliability of evidence from
the training data. We establish a unique Evidential Reasoning (ER)
rule to combine multiple independent pieces of evidence. Each piece
of evidence is weighted and then combined conjunctively with the
weights optimised by using a maximum likelihood evidential reason-
ing (MAKER) framework for data-driven inferential modelling. Based
on the a real-world insurance claim fraud dataset, our experimental re-
sults reveal that the proposed approach preserves the interpretability
and usability of expert detection system, and anticipates the changes in
fraud practices by tracking the trend of the weights of experience-based
indicators. Furthermore, the experimental results show that the pro-
posed approach outperforms a number of widely used machine learn-
ing models, such as random forests and support vector machine.
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Characterizing Customer Ordering Behaviours in Semi-
conductor Supply Chains with Machine Learning Ap-
proaches

Thomas Ponsignon

Advancements in semiconductor industry have resulted in the need for
extracting vital information from vast amount of data. In the oper-
ational processes of demand planning and order management, under-
standing customer demand data provides important insights for manag-
ing supply chains. Machine learning approaches offer potential to iden-
tify latent information from multitudinous customer demand data and
support enhanced decision-making. In this paper, we propose a method
to visualize customer ordering behaviour in the form of heatmaps.
Then, the application of these heatmaps is illustrated with different sce-
narios inspired from situations encountered by a semiconductor manu-
facturer. We discuss the usage of machine learning approaches for the
automated identification of ordering patterns in the heatmaps. Finally,
some directions for further research are outlined.

Modeling an Ontology for Planning and Control Tasks
in Semiconductor Value Chains
Sebastian Arens, Lars Moench

In this talk, we discuss how we can ensure interoperability of different
planning components, for instance software agents, in semiconductor
value chains by means of a domain- and task-specific ontology. The
sheer size of the facilities and the supply chains in the semiconduc-
tor domain, the permanent appearance of uncertainty, and the rapid
technological changes lead to an industrial environment that gives rise
to applying software agents for next-generation enterprise information
systems. Our ontology is designed based on a domain analysis. It con-
siders especially demand fulfillment and engineering activities. The
usage of the proposed ontology is illustrated by examples.

Scheduling Jobs with Uncertain Ready Times on Batch
Processing Machines
Lars Moench

In this talk, we consider a scheduling problem for batch machines. A
batch is a group of jobs that are processed at the same time on a single
machine. The jobs belong to incompatible families. Only jobs of the
same family can be batched together. Each job has a weight, a due
date, and a release date. The performance measure of interest is the
total weighted tardiness. The ready times are calculated based on the
information related to upstream machines that is stored in a Manufac-
turing Execution System (MES). Therefore, they are often uncertain.
We propose a metaheuristic approach. Sampling is used to take into
account the uncertainty of the ready times. Results of computational
experiments are reported that show that this approach performs well
with respect to computing time and solution quality.
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Stores closures generate a ripple effect - An investiga-
tion of exit dynamics in the retailing market

Roberta Taramino, Luigi Buzzacchi, Alberto De Marco,
Giulio Zotteri

More than ever before, traditional urban retail systems are endangered.
On-line shopping, upsurges in competition, recession and market sat-
uration are, among the causes of a slow but steady transformative pro-
cess, leading to the closure of physical stores throughout the city. If
the presence of empty spaces within the urban tissue is an issue by it-
self, the closure of retailers is even worse. Indeed, they play a vital
role on the liveability of a city by contributing to the vitality and the
attractiveness of the neighbourhood. As an even bigger problem, rip-
ple effects might emerge as a consequence. Indeed, the agglomeration
of empty spaces in a suburb tend to move consumers, who are more
likely to purchase in attractive places, elsewhere. This consumers’ re-
action might speed up the closure of retailers that are still active in that
neighbourhood which has become more and more unpleasant. The pa-
per investigates the exit dynamics of retailers in the context of urban
systems with a specific focus on spatially clustered negative feedback
mechanisms that are triggered by such emptying process of commer-
cial space. Empirical tests have been developed around a wide dynamic
dataset of commercial licenses in the second largest city in the North
of Italy. Distance Based Measures are applied to empty spaces in or-
der to assess the intensity of the negative spillover that closing a store
generates on nearby retailers.

Distribution Network Design with Product Allocation to
Different Types of Distribution Center
Tobias Potoczki, Heinrich Kuhn, Andreas Holzapfel

We examine a distribution network design problem that integrates both
the strategic decision of determining the number of distribution cen-
ters (DC), their location and store assignments, as well as the decision
of allocating products to different types of DCs. The underlying dis-
tribution network structure is that of grocery retailers who choose to
operate several types of warehouses which store a distinct set of prod-
ucts each. We propose an MIP solution approach considering costs
which result from operating the warehouses, inbound transportation,
inventory holding at the DCs, outbound transportation and instore lo-
gistics.

Dynamic Labour Allocation in Retail Stores: Mathemat-
ical models and Performance Evaluation
Shandong Mou, David Robb

Aligning staff with changing customer and store needs is of great
importance in retail store operations management. Mismatches be-
tween customer demand and service supply will reduce store prof-
itability. There is considerable research on personnel scheduling, but
little on the common phenomenon of Real-Time Labour Allocation
(RTLA), where mismatches between workforce supply and demand
are addressed by allocating cross-trained employees among store areas
(or departments) in real time. Our interviews with retail practitioners
confirm that RTLA decisions lack analytical justification. We model
RTLA decisions using a finite horizon discrete-time stochastic dy-
namic programming framework, considering both operational and hu-
man resource-oriented objectives. To deal with the high-dimensional
state space, we adopt an Approximate Dynamic Programming (ADP)
framework. We extend a testbed that is previously published for
one-off workforce allocation among departments at the beginning of
a shift. We compare the performance of ADP-based solutions with
static (complying with the initial schedules), greedy, and myopic poli-
cies, under various demand scenarios and cross-training configura-
tions. Computational results show ADP-based solutions outperform
other policies.
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Managing Inventory in the Presence of Lead Time and
Demand Correlation

Fouad Mirzaei, S. Yasaman Amirkiaee, Shailesh Kulkarni,
Andy Tsay

Many studies assume lead time and daily demand are independent. In
this study, we relax this assumption for a continuous review inventory
system and analyze the characteristics of the optimal ordering policy.
We investigate how firms should react to the presence of demand-lead
time correlation to gain higher profits. When demand and lead time are
independent, a lower demand or lead time uncertainty always cause a
lower total cost. For they are correlated, we show that a lower demand
or lead time uncertainty generate a higher cost in some circumstances.
Moreover, there exists at least one correlation coefficient for which the
total inventory cost is a convex function of uncertainties. Next, we
study the situation when the demand and lead time distributions are
unknown. Considering the demand and lead time dependency compli-
cates matters, yet it leads to more generalized and robust recommen-
dations.

Planning capacity and safety stocks in a production-
distribution system with multiple products
Foad Ghadimi, Tarik Aouam

This work jointly optimizes capacity planning and safety stock place-
ment in a production-distribution system under the guaranteed service
approach. The network under consideration consists of a manufacturer,
a warehouse and a retailer in tandem. The integrated problem sets
the capacity of workcenters at the manufacturer and safety stocks at
the warehouse and retailer, while taking into account the link between
capacity, production cycle times and safety stocks. The relationship
between lead times and optimal safety stock placement is character-
ized in a single workcenter, and efficient solution procedures are devel-
oped. These procedures are used in a Lagrangian relaxation algorithm
to solve the integrated problem when the manufacturer has multiple
workcenters. A simulation framework is presented for setting capacity
and safety stocks in the production-distribution system. This frame-
work is used to evaluate the quality of the solutions and the accuracy of
the model. A simulation study is conducted to compare the solutions of
the proposed integrated approach with two existing approaches for de-
termining capacity and service times and to illustrate the effect of vari-
ous parameters on the solutions and performance measures of the inte-
grated approach. Computational experiments show that the Lagrangian
relaxation algorithm is able to find optimal or near-optimal solutions in
reasonable CPU times and outperforms a commercial solver in terms
of average optimality gap and run time.

The Optimal Spares Allocation in a Two Echelon Mul-
tiple Location Facility with Periodic Review and Cus-
tomer Patience

Yahel Giat, Michael Dreyfuss

We study a two-echelon inventory system with Poisson arrivals and
stochastic order lead times under a periodic review policy. The inven-
tory system comprises multiple locations in the lower echelon and a
depot in the top echelon. The system’s performance measure is the
window fill rate, which is defined as the probability that a random cus-
tomer is served within a given time window. The appeal of the window
fill rate is that it incorporates the fact that customers usually tolerate a
certain wait either due to patience or as a result of contractual agree-
ment. We develop approximating formulae for the window fill rate
and consider the spares allocation problem which is finding the spares
allocation that maximizes the window fill rate subject to a given bud-
get of spares. We develop an algorithm in which we allocate different
levels of spares to the depot and solve the optimal lower echelon allo-
cation for the remaining budget. The algorithm’s output is the optimal
number of spares in the depot and the corresponding lower-echelon al-
location. We show how this algorithm’s accuracy can be improved by
integrating simulation into one of its steps, with a nonrestrictive loss to
running time. Additionally, we show how our algorithms may be used
to solve the continuous review setting efficiently.

4-

Optimal inventory replenishment policies in continuous
review multistage supply chains with lost demand and
exponential lead times

Stelios Koukoumialos, Michael Geranios, Michael Vidalis,
Alexandros Diamantidis

Inventory control is a crucial factor for the supply chain survival, es-
pecially when excess demand is lost. Relevant literature presents very
little on the subject of optimal replenishment policy in lost-sales inven-
tory systems. The supply chain under consideration consists of an ar-
bitrary number of stages serially connected. External demand and lead
times of every stage to its immediate downstream stage are stochastic.
All stages follow continuous review (s, Q) inventory control policies. If
node’s stock is insufficient, then the downstream order is partially sat-
isfied with the rest being lost. The system is modeled as a continuous
time - discreet space Markov process. We explore the transition matrix
for different values of (s, Q) for any number of stages and we develop
a computational algorithm to provide various performance measures.
The proposed algorithm determines the optimal inventory policies for
every stage, given constraints on the minimum fill rate or maximum
WIP of the examined supply chain. We obtain the optimal replenish-
ment policy given a total available inventory capacity for all stages,
via enumeration for short systems or by Hooke-Jeeves search method
for longer chains. Additionally, the best configuration of the system
parameters to minimize a total cost function is also explored.
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The expanding space method in sphere- and circle
packing problems
Sergiy Yakovlev, Iryna Yakovleva

A problem of packing unequal spheres and circles, which radii are
known, into containers of various shape are considered. An equivalent
mathematical model to a standard sphere- and circle packing model
is formed based on the assumption that the radii may be variable. In
the new model formulated in a higher dimension space, a combinato-
rial structure is derived, and additional constraints are formed involv-
ing variable radii and providing its equivalence to the original packing
problem. This approach of treating radii as variables allows improving
local solutions of the original problem. Based on different rules for
choosing the radii, specifics of applying optimization techniques for
obtaining global solutions is studied. Numerical results of solving test
problems of packing unequal spheres and circles are given.

Two-dimensional cutting and packing problems - A Re-
view
Gerhard Wischer, Yiping Lu

In this paper, a review of two-dimensional cutting and packing prob-
lems dealt with in the literature during the decade from 2008 to 2017
will be given. We will propose factors which can be used for defining
more homogeneous problem categories and identify areas research has
focused on. Also promising areas of future research will be pointed
out. The paper extends the typology of Wischer et al. (2008) and
complements the review of Bortfeldt and Wischer (2013) on three-
dimensional problems.

Integrating nesting and cutting path determination
problems
Franklina Toledo, Larissa Oliveira, José Fernando Oliveira
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The irregular strip packing problem, also known as nesting problem,
consists of finding a layout for small pieces that must be cut from a
larger object with fixed height and infinite length. The goal is to mini-
mize the length required to cut all the pieces ensuring that they do not
overlap each other and that all of them are completely inside the object.
The main characteristic, and at the same time the main difficulty, of this
problem is the irregular shape of the pieces. In some industries, after
a layout (the solution of the nesting problem) has been defined, a sec-
ond problem arises: the determination of the cutting path. The cutting
path determination problem aims to determine the shortest path length
required to cut all the pieces. The solution of the first problem strongly
influences the resolution of the second. To tackle this problem, we pro-
pose an integrated approach to solve the irregular strip packing and the
cutting path determination problem.

4 - A solution approach for the two-dimensional cutting
stock problem with usable leftovers and uncertainty in
demand
Douglas Nogueira do Nascimento, Adriana Cherri, José
Fernando Oliveira, Beatriz Brito Oliveira

In this work, we deal with the two-dimensional cutting stock prob-
lem with usable leftovers (2DCSPUL) and demand uncertainty. As
all cutting and packing problems, the 2DCSPUL has great practical
importance for many companies, with a substantial economic and en-
vironmental impact, due to the reduction in the waste of raw materials.
However, in the 2DCSPUL this waste reduction is leveraged by using
adequate leftovers of previous cutting processes. Therefore, the main
difficulty of this problem is planning the production of both demanded
items and leftovers in a multiperiod perspective without knowing the
future demand. We propose a mathematical model to represent the
2DCSPUL with demand uncertainty, which considers that the object
to be cut is divided into strips, whose heights are determined by the
largest item in that strip. Also, different items can be combined into
a single macro-item, while leftovers have given sizes and can be gen-
erated within a limited amount. Regarding solution methodology, the
solution of the model with a commercial solver is hybridised with a
genetic algorithm that simultaneously develops solutions and scenar-
ios that adequately represent uncertainty in demand. Computational
experiments were performed with instances generated with a prob-
lem generator. The obtained results were very satisfactory. This re-
search has been supported by the Fundacido de Amparo a Pesquisa do
Estado de Sao Paulo - FAPESP [2018/16600-0], [2018/07240-0] and
[2016/01860-1].
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1 - Many-server scaling of the N-system under FCFS-ALIS
Dongyuan Zhan, Gideon Weiss

The N-system with independent Poisson arrivals and exponential
server-dependent service times under the first come first served and
assign to the longest idle server policy has an explicit steady-state dis-
tribution. We scale the arrival rate and the number of servers simul-
taneously, and obtain the fluid and central limit approximation for the
steady state. This is the first step toward exploring the many-server
scaling limit behavior of general parallel service systems.

2-

Design heuristic for parallel many server systems
Marko Boon, Ivo Adan, Gideon Weiss

We study a parallel queueing system with multiple types of servers and
customers. A bipartite graph describes which pairs of customer-server
types are compatible. We consider the service policy that always as-
signs servers to the first, longest waiting compatible customer, and that
always assigns customers to the longest idle compatible server if on ar-
rival multiple compatible servers are available. For a general renewal
stream of arriving customers, general service time distributions that de-
pend both on customer and on server types, and general customer pa-
tience distributions, the behavior of such systems is very complicated.
Key quantities for their performance are the matching rates, the frac-
tion of services for each pair of compatible customer-server. Calcula-
tion of these matching rates in general is intractable, it depends on the
entire shape of service time distributions. We suggest through a heuris-
tic argument that if the number of servers becomes large, the match-
ing rates are well approximated by matching rates calculated from the
tractable bipartite infinite matching model. We present simulation ev-
idence to support this heuristic argument, and show how this can be
used to design systems with desired performance requirements.

Overflow in Service Systems

Jingui Xie

In the healthcare service, a healthcare provider usually has a dedicated
population of patients. To improve system operational performance,
some systems adopt process flexibility and allow patients to overflow
from the primary provider to a secondary provider. This performance
improvement is at a cost of wrong assignment and malposition. In
this paper, we aim to analyze a service system with overflow and char-
acterize the conditions under which allowing patients to overflow is
preferred.
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Reconfiguration of Service Function Chains: Trade-off
between Optimality and Effort
Kyoomars Alizadeh Noghani, Andreas Kassler

Optimal placement of Virtual Network Functions (VNFs) in the net-
work enhances the overall performance and decreases the operational
costs for mobile network operators. However, a VNF placement that
was optimal at a time may become suboptimal when resource de-
mands, objectives, and parameters in the network change. This re-
quires to reconfigure the network and service chains to cope with new
requirements. Network reconfigurations can be very challenging and
distressing for network providers as they may lead to significant ser-
vice disruptions, performance degradation, and revenue loss. On the
other hand, not changing the existing placement may lead to a sub-
optimal operation, servers and links may become congested or under-
utilized, leading to high operational costs. As a result, it is crucial
to investigate the tradeoff between reconfiguration of VNFs and the
optimality of the resulting placement and service flow routing. We for-
mulate a joint optimization problem which aims to minimize both the
total cost of the VNF placement and the reconfiguration cost to repair
a sub-optimal placement. The numerical evaluation shows that with
a small number of reconfiguration steps, an infeasible or sub-optimal
placement can be repaired leading to a significant cost reduction for
the energy to run the NFV infrastructure. On the contrast, making a
sub-optimal placement optimal may entail a large number of reconfig-
urations, which may not pay off at the end.
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New scenarios for resource slicing and sharing in be-
yond 5G networks

Antonio Capone

The introduction of 5G is radically changing the mobile network ar-
chitecture with new instruments for virtualizing most of the basic net-
work functions, facilitating the programmability of application specific
functions both at network core and edge, and partitioning the radio ac-
cess and transport resources so as to optimize the support of a large
set of vertical application scenarios. This evolution has required a big
research effort to tackle non-trivial technological problems. However,
the new scenario is stimulating quite big changes in the economic rela-
tions and in the roles of mobile market players, that require new flex-
ible solutions for the allocation of infrastructure and transmission re-
sources to competing operators. The system evolution beyond 5G is
then expected to provide new solutions that enable the coexistence of
multiple and autonomous decision entities often pursuing conflicting
objectives.

This talk will make a link between the technical instruments for net-
work slicing and virtualization on one side and the mathematical mod-
els (based on optimization and game theory) for analysing the compe-
tition between market players for acquiring the resources and serving
their customers.

Cost-Optimal Caching for D2D Networks With User
Mobility: Modeling, Analysis, and Computational Ap-
proaches

Ghafour Ahani, Tao Deng, Pingzhi Fan, Di Yuan

Caching popular files at user equipments is an effective way to allevi-
ate the burden of the backhaul networks. Generally, popularity-based
caching is not a system-wide optimal strategy. Motivated by this obser-
vation, we consider optimal caching with the presence of mobility. A
cost-optimal caching problem (COCP) for device-to-device networks
is modeled, in which the impact of user mobility, cache size, and total
number of encoded segments are all taken into account. The hardness
of the problem is proved via a reduction from the satisfiability prob-
lem. Next, a lower-bounding function of the objective function is de-
rived. By the function, an approximation of COCP (ACOCP) achiev-
ing linearization is obtained, which features two advantages. First, the
ACOCP approach can use an off-the-shelf integer linear programming
algorithm to obtain the global optimal, and it can effectively deliver so-
lutions for small-scale and medium-scale scenarios. Second, and more
importantly, based on the ACOCP approach, one can derive a lower
bound of global optimum of COCP, thus enabling performance bench-
marking of any sub-optimal algorithm. To tackle large scenarios with
low complexity, we prove the optimal caching placement of one user
can be derived in polynomial time. Then, based on this proof, a mo-
bility aware multi-user algorithm is developed. Simulations verify the
effectivenesses of the two approaches by comparing them to the lower
bound of global optimum and conventional caching algorithms.

Computing minimum 2-edge-connected Steiner net-
works in the Euclidean plane

Charl Ras, Marcus Volz, Doreen Thomas, Marcus Brazil,
Martin Zachariasen

We present a new exact algorithm for computing minimum 2-edge-
connected Steiner networks in the Euclidean plane. The algorithm is
based on the GeoSteiner framework for computing minimum Steiner
trees in the plane. Several new geometric and topological properties
of minimum 2-edge-connected Steiner networks are developed and in-
corporated into the new algorithm. Comprehensive experimental re-
sults have shown our algorithm can reliably compute exact solutions to
randomly generated instances with up to 50 terminals—doubling the
range of existing exact algorithms.
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Approximation of Value at Risk using models derived
from the Cornish-Fisher expansion
Cristinca Fulga

Value at Risk (VaR) has a crucial role in the practice of risk, its accu-
rate and fast determination being essential. Approximations of the VaR
value can be obtained by using the models derived from the Cornish-
Fisher expansion. Motivated by the drawbacks of these approximating
formulas, we propose a new methodology for calculating the VaR of a
portfolio based on statistical information that can be retrieved from the
population of available feasible portfolios loss distributions.

Behavioral Portfolio Theory Revisited: Lessons

Learned from the Field
Andreas Oehler, Matthias Horn

We examine the relation between households’ wealth and relative risk
aversion (RRA) in two different frameworks: the Behavioral Portfolio
Theory (BPT) and Merton’s consumption and portfolio choice model
(CPCM). For this purpose we use the dataset of the German central
bank’s (Deutsche Bundesbank) Panel on Household Finances-Survey
and apply the BPT to field data for the first time. More specifically,
we compute households’ high aspiration layer that covers households’
risky investments and the wealth available for further risky invest-
ments. We show that this implementation of the BPT provides a better
fit than the CPCM to explain households’ financial risk-taking. This
means that households consider rather the easier assessable wealth in
their high aspiration layer than their difficult to estimate total wealth
in the financial decision making process. However, both models are in
favor of decreasing RRA. We furthermore show that households’ edu-
cation and financial literacy hardly improve the fit of either model. In-
stead, households with the same level of wealth, education, and finan-
cial literacy show a different risk-taking behavior in accordance with
their self-assessed risk attitude. Our results are robust to changes in the
risk-taking measure.

Optimal Portfolio Positioning under Ambiguity: The
Multidimensional case.

Hachmi Ben Ameur, Jean-Luc Prigent, Mouna Boujelbene,
Emna Triki

This paper provides the optimal financial portfolios in the multidimen-
sional setting when the investor exhibits ambiguity aversion. We con-
sider the Maccheroni et al. (2006) framework which includes both
the Gilboa and Schmeidler’s (1989) multiple priors preferences and
the Hansen and Sargent’s (2001) multiplier preferences. We determine
the optimal portfolio profile under ambiguity when the investors can
invest on various risky assets. Such result extends Ben Ameur and
Prigent (2013) when there is only one risky asset. We investigate in
particular the CRRA case while introducing an ambiguity index based
on the relative entropy criterion. We show in particular how the de-
pendence structure among risky assets and the ambiguity for example
on their correlations modify the optimal payoff. Such results have im-
portant practical applications in structured portfolio management when
investing on multiple financial indices and basket options. Keywords:
Portfolio optimization; ambiguity;multiple assets; structured portfolio.

Nested Conditional Value-at-Risk portfolio selection: a
model with temporal dependence driven by market-
index volatility

Alessandro Staino, Emilio Russo

We propose a multistage stochastic programming model to manage
a multi period portfolio allocation problem. The optimization prob-
lem, formulated through the nested Conditional Value-at-Risk model,
is characterized by an initial allocation date and by other dates where
the portfolio may be reallocated. We describe asset log returns through
a single-factor model where the driving factor is the market-index log
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return modeled by a Generalized Auto-regressive Conditional Het-
eroskedasticity process to take into account the serial dependence usu-
ally observed. Under the assumption of zero transaction costs, we pro-
pose a backward induction scheme based on cubic spline interpolation
to reduce the computational complexity of the problem and find an
approximated solution to the optimization problem.
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A Machine Learning Approach to increase Production
Plan Stability
Tim Lauer

The trend of digitalization enables new potentials to supply chain man-
agement. For a first time, access and connectivity of overall data is
available leveraging artificial intelligence based analytical methods.
In this context master production planning rarely attracts attention in
research. Therefore, this paper provides a first machine learning ap-
proach for matching demand and supply for a midterm time horizon,
in a volatile, diverse and capacity constrained environment. A frame-
work for measuring planning instability is outlined and a data-driven
machine learning approach beyond traditional modelling and simula-
tion predicts a production plan in the upcoming cycle and calculates
plan instability subsequently. This may allow to undertake counter-
measures in advance dampening the expected instability. The chosen
approach combines a random forest classifier and regressor. Moreover,
it interrelates the planning periods by updating input feature informa-
tion according to the preceding period. The approach is applied using
the CRISP-DM methodology and validated on real data case study of
Infineon Technologies AG, an European semiconductor manufacturer.
The analysis results serve as a proof of concept, indicating that in dif-
ferent sections of the planning horizon different input features deter-
mine plan instability and that some patterns are easier to learn than
others. The evaluation and results foster the basic concept and the ap-
plication field, but request method extensions for cap

Advancing Project Management through the Integration
of Knowledge Graph and Machine Learning Technolo-
gies

Nikos Karacapilidis, Nikos Kanakaris, George Kournetas,
Vassilis Tampakas

Project Management (PM) is a complex practice that is highly fluid
and hard to predict, thus imposing a series of challenges to organi-
zations and experts. At the same time, PM is inherently collabora-
tive and knowledge-intensive; issues to be addressed are characterized
by ever-increasing amounts of different types of data and knowledge.
We present the first steps of a novel approach towards augmenting
the quality of PM-related decision making, which is at the intersec-
tion of machine learning and knowledge graph technology. Specifi-
cally, we report on the development of a graph-based PM knowledge
representation formalism to capture annotations and describe how to
manage such knowledge in a graph database. Next, we discuss how
our approach leverages structured and unstructured organizational data
and knowledge through a meaningful exploitation of diverse Machine
Learning algorithms concerning data classification, value prediction,
structure discovery, and abnormal behavior detection. Finally, we
demonstrate how the proposed solution can assist employees in com-
mon PM tasks such as resource assignment, estimation of a task’s dura-
tion and cost, and prediction about whether deadlines will be met. Our

overall approach enables one to uncover hidden relationships, struc-
tures and patterns in PM data, and gain valuable insights through test-
ing alternative hypotheses.

w
1

Imitation or Understanding? Deep Learning to the Test
on Constraint Satisfaction Problems

Andrea Galassi, Michele Lombardi, Paola Mello, Michela
Milano

Deep Neural Networks (DNNs) have been shaking the Al scene for
their ability to excel at Machine Learning tasks without relying on
complex, hand-crafted, features. We probe whether a DNN can learn
how to construct solutions of a Constraint Satisfaction Problem, with-
out any explicit symbolic information about the problem structure. Our
DNN takes care of the basic step of a generic constructive procedure,
i.e. extending a partial solution via a single variable assignment. Both
the input and output are described via a fixed-scale, low-level represen-
tation that is completely problem-agnostic. As a key design decision,
the DNN is trained to replicate the intermediate steps of the construc-
tion of feasible solutions, but it is then evaluated in terms of its ability
to generate feasible assignments. This is akin to trying to learn how to
play a game by watching someone else. Our interest is mainly scien-
tific: if the network succeeds at producing feasible assignments, this
would suggest some form of "understanding” of the problem structure
and constraints. In principle, the DNN could also be used to solve the
problem directly, although other designs may be better suited for this
purpose. We report preliminary, but intriguing, results on the N-Queen
completion and Partial Latin Square problems: our DNN substantially
outperforms random guessing at producing feasible assignments ( 80%
vs 25%), even if it largely fails at the imitation task it was trained for
(5% accuracy).

4 - Deep Learning Assisted Heuristic Tree Search

Kevin Tierney, André Hottung

One of the key challenges for operations researchers solving real-world
problems is designing and implementing high-quality heuristics to
guide their search procedures. Machine learning techniques have only
just begun to play a role in operations research approaches, and few
approaches exist especially in terms of guiding branching and prun-
ing decisions. We integrate deep neural networks into a heuristic tree
search procedure to decide which branch to choose next and to estimate
abound for pruning the search tree of an optimization problem. We call
our approach Deep Learning assisted heuristic Tree Search (DLTS) and
apply it to a well-known problem from the container terminals litera-
ture, the container pre-marshalling problem (CPMP). Our approach is
able to learn heuristics customized to the CPMP solely through analyz-
ing existing (near-) optimal solutions to CPMP instances, and applies
this knowledge within a heuristic tree search to produce the highest
quality heuristic solutions to the CPMP to date.
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1 - Improving Medical Decision-Making with a Management
Science Game Theory Approach to Liver Transplanta-
tion
José Rui Figueira, Francisco Mendonga, Margarida
Catalao-Lopes, Rui Tato Marinho
Even though nowadays medicine is necessarily linked with technol-
ogy, it is still a service involving human interaction, which frequently
requires the help of management science tools. Indeed, a medical con-
sultation can be an extremely complex example of human interaction.
This is where management science, operations research and in partic-
ular game theory may play a key role in helping to improve the results
of medical decision-making processes. Game theory is widely used in
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an immense variety of decision-making studies, but there is little ap-
plication to health care issues, namely the doctor-patient relationship.
This paper uses game theory to model the liver transplantation con-
sultation for patients suffering from Alcoholic Liver Disease. This is
a very delicate disease, and patients at its end-stages require special
dedication where management science tools are of utmost importance.
They may try to deceive doctors, which may lead to bad outcomes.
The Nash equilibrium behaviors by doctor and patient are obtained.
Results show some health policy and managerial implications on the
decision-makers’ parameters and on the order of play so as to achieve,
for instance, higher rates of patient’s cooperation.

A Stochastic Petri Net-Based Model of the Involvement
of Interleukin 18 in Atherosclerosis

Agnieszka Rybarczyk, Dorota Formanowicz, Marcin Radom,
Piotr Formanowicz

Interleukin 18 (IL-18) is a pro-inflammatory and pro-atherogenic cy-
tokine with pleiotropic properties, which is involved in T and NK cells
maturation, production of other inflammatory cytokines and cell ad-
hesion molecules. It plays a significant role in orchestrating the cy-
tokine cascade, accelerates atherosclerosis and influences plaque vul-
nerability. In order to investigate the influence of IL-18 cytokine on
atherosclerosis development, a stochastic Petri net based model has
been build and then analyzed. First, MCT-sets and t-clusters have been
generated, then knockout and simulation based analyses have been
conducted. The application of systems approach that has been used
in this research, enabled for an in-depth analysis of the studied phe-
nomenon and allowed to draw valuable biological conclusions.

This research has been partially supported by the National Science
Centre (Poland) Grant No. 2012/07/B/ST6/01537.

MINERVA API and Plugin Architecture: New Data Visu-
alization Interfaces for Disease Maps

Piotr Gawron, Marek Ostaszewski, David Hoksza, Reinhard
Schneider

Disease maps offer contextualized knowledge on disease mecha-
nisms, which is indispensable for proper interpretation of high vol-
umes of data generated by high throughput experiments, and avail-
able via numerous bioinformatics databases. Such interpretations
become possible with proper data interfaces that allow to construct
multiple information layers on top of disease maps. MINERVA
(http://r3lab.uni.lu/web/minerva-website/) is a standalone platform for
web-based visual exploration of molecular diagrams.

With the growth of the Disease Maps Community comes the demand
for new visualization functionalities. Similarly, additional data inter-
faces are needed with more and more datasets becoming available, and
with the advancing complexity of analysis required for interpretation.
To address these needs, the MINERVA platform currently supports the
Application Programming Interface (API), enabling automatization of
a number of routines that were currently possible only via the user
interface. The REST API of MINERVA automates such functionali-
ties as: i) obtain elements and reactions of hosted maps; ii) list drugs,
chemicals and miRNA targeting map elements; iii) upload data over-
lays to a given map. An important extension of the API enables cus-
tom JavaScript to interact with the respective MINERVA instance to
retrieve its data and modify its visual state. This allows construction
of custom plugins for advanced visualization, independent of the core
functionality of MINERVA.
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Airline revenue management: Modelling strategic be-
haviour using an agent based simulation
Patrick Stokkink, Shadi Sharif Azadeh

With the increase in market transparency, customer behaviour has
changed over the last decades. Traditionally, customer segments are
based on myopic customer behaviour. Strategic customers learn from
their previous experiences and base their buying activity on expecta-
tions. In this research we aim to identify how strategic customer be-
haviour affects the success of revenue management methods. We es-
timate the utility assigned to different products using two methods in
order to approximate the underlying demand. To acquire a good esti-
mation, it is important to correct for spill and recapture effects. The
first algorithm to estimate the underlying demand is an expectation-
maximization method which uses an iterative procedure to estimate
the utility parameters. The second is a new non-parametric approach
which, contrary to the first approach, makes no assumptions about the
shape of the demand distribution. We construct an agent based sim-
ulation model where we distinguish between the two customer seg-
ments: myopic and strategic. By using the estimated distributions of
demand price and availability and utilities, we estimate the obtained
revenue which we compare to a benchmark obtained from the data. We
highlight the strength and weaknesses of existing methods, when con-
fronted with strategic behaviour. We highlight the strength and weak-
nesses of existing methods, when confronted with strategic behaviour.

Data-Driven Alerts in Airline Revenue Management: The
Identification of Inaccurate Demand Estimates
Nicola Rennie, Catherine Cleophas, Florian Dost

Most quantity-based airline revenue management systems rely on fore-
casting expected demand to prepare revenue-optimal capacity alloca-
tions. Inaccurate demand forecasts result in non-optimal allocations
and hence, hurt revenue. Most airline revenue management systems
also allow room for analysts to compare accumulated bookings against
forecasts and to intervene, if they deem demand forecasts to be inac-
curate. Systematically detecting outliers, where demand differs from
expectations due to systematic market shifts, e.g., induced by special
events, is an open challenge.

In a set of controlled simulation scenarios, we let demand systemati-
cally deviate from the general level. After transforming demand into
bookings via a minimal revenue management simulation, we apply a
variety of outlier detection techniques to determine whether the num-
ber of bookings can be classified as normal or abnormal. The compar-
ison includes a Euclidean distance-based approach, K-means cluster-
ing, and tolerance intervals and evaluates the ability to detect genuine
outlying demand and false positive rates. We evaluate effects of un-
expected demand on revenue, and show that identifying instances of
outlier demand and adjusting the forecast in a timely fashion has the
potential to increase revenue. Hence, we show that the use of outlier
detection techniques as an assistant to revenue management analysts
can help to minimise such losses, and we provide best-case-scenario
analysis of potential revenue gains.

Competition between Two-Sided Platforms under De-
mand and Supply Congestion Effects
Fernando Bernstein

This paper explores the impact of competition between platforms in
the sharing economy, as in the context of ride-sharing platforms. In
particular, we consider competition between two platforms that offer
a common service through a set of independent drivers to a market of
customers. Each platform sets a price that is charged to customers for
obtaining service. A portion of that price is paid to the driver that de-
livers the service. Customers’ and drivers’ utilities are sensitive to the
payment terms and to congestion in the system. We consider two pos-
sible scenarios. Under "single-homing," drivers work through a sin-
gle platform. Under "multi-homing," drivers deliver service through
both platforms. In both scenarios, we study the equilibrium prices
that emerge from the competitive interaction between the platforms
and explore the outcomes that can arise at equilibrium. We leverage
the model to study some practical questions that have received signif-
icant press attention. The first involves the issue of surge pricing. The
second involves the increasingly common practice of drivers choosing
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to operate on multiple platforms (multi-homing). We find that rais-
ing prices in response to a surge in demand makes customers better off
than if platforms were constrained to charge the same prices that would
arise under normal demand levels. Also, we find that, while individual
drivers may have an incentive to multi-home, all players are worse off
when all drivers multi-home.

Optimal pricing in the presence of many ancillary items
John Wilson

In the airline industry, ancillary products such as baggage fees have
become very important to the financial health of the industry. Various
kinds of ancillary item may be grouped together. For a given price,
each grouping of ancillary items has an associated demand function.
The problem facing an airline is selecting the prices for the various
groupings of ancillary items. We summarise complete optimality re-
sults for the case of one ancillary item and general demand functions.
We extend results to the case of multiple ancillary items for more re-
strictive demand functions and derive optimality results.
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A Lagrangian Relaxation Approach Based on a Time-
Space-State Network for Railway Crew Scheduling
Jinchuan Zhang, Ying Wang, Zheming Zhang, Dennis
Huisman, Andrea D’ Ariano

The crew scheduling problem is an important and difficult problem
in railway crew management. In this paper, we focus on the railway
crew scheduling problem with time window constraints caused by meal
break rules. To solve this optimization problem, a solution method is
proposed based on a time-space-state network and Lagrangian relax-
ation. In this method, the "hard constraints" corresponding to the crew
rules are described as the state of vertices in the time-space-state net-
work. Based on the network, this problem is modeled as a network flow
model, referred to as an initial model. To break the symmetry and im-
prove the strength of the formulation, five valid inequalities are added.
To solve the problem, we relax the coupling constraints by Lagrangian
relaxation. The resulting subproblems are shortest path problems in the
time-space-state networks. We propose a Lagrangian heuristic to find
a feasible solution. Finally, the solution method is tested on real-world
instances from an intercity rail line and a regional railway network in
China. We discuss the effects of additional valid inequalities and the
effects of different length of meal time windows.

Models and algorithms for the real-time train schedul-
ing and routing problem

Marcella Sama, Andrea D’ Ariano, Dario Pacciarelli, Marco
Pranzo

This talk deals with the real-time train scheduling and routing problem
in complex railway net-works. The problem is NP-hard and finding a
good quality solution in a short computation time for practical size in-
stances is a very difficult task. In this work we model the problem via
an alternative graph formulation and solve it by using a new method-
ology based on the relaxation of train routing constraints. We assign a
nominal routing to each train, formed by common and alternative op-
erations. We call a common operation the traversing of a block section
by the train which takes place independently from the actual path cho-
sen. An alternative operation is the shortest path between two common

operations and represents alternative portions of a path in the network
traversable by the train. Using a so built alternative graph allows to
specify implication rules enabling to speed up the computation and to
quickly compute good quality lower bounds. This is achieved by solv-
ing the corresponding train scheduling problem. Such a lower bound
is then used as a first step toward the development of a branch-and-
bound algorithm for the overall problem. The decisions taken during
the branch-and-bound algorithm refer to selecting the routing of trains
and solving the train sequencing and timing decisions generated by
these selections. Computational experiments are performed on several
railway infra-structures and disturbed traffic situations.

Jointed optimization of train scheduling and main-
tenance planning on a railway network: a heuristic
method using Lagrangian relaxation

Yuan Gao, Chuntian Zhang

Train scheduling and maintenance planning compete for the resources
in a railway network. A commonly used way is dealing with mainte-
nance planning first and then train scheduling, or vice versa. In this
paper, we develop a three-dimension space-time network, which si-
multaneously captures the characteristics of the two problems. Based
on the space-time network, we formulate an integer programming
model, which considers train scheduling and maintenance planning at
the same time. In order to solve the model, a heuristic method using
Lagrangian relaxation is proposed. Due to the tremendous number of
constraints, we start the heuristic method with a small subset of the
constraints, and extend the subset with the iterations of Lagrangian re-
laxation algorithm. Applications on the Chinese railway network show
that within acceptable computation time, the heuristic method can find
solutions of good quality, the gaps between which and the optimal so-
lutions are all less than 2.5%.

Collaborative optimization for metro train scheduling
and train circulation plan combined with passenger flow

control strategy
Shukai Li

This work presents a collaborative optimization method for metro train
scheduling and train circulation plan combined with passenger con-
trol strategy on a bidirectional metro line. The proposed collaborative
optimization problem is formulated as a mixed integer nonlinear pro-
gramming model to realise the trade-off among the utilization of trains,
passenger flow control strategy and the number of awaiting passengers
at platforms, which is further reformulated into mixed integer linear
programming (MILP) model. To handle the complexity of this MILP
model, a Lagrangian relaxationbased heuristic approach is designed to
decompose the original problem into two small subproblems, which
reduces the computational burden of the original problem and can ef-
ficiently find a good solution of the train schedule and train circulation
plan combined with passenger control strategy.
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An exact dynamic programming algorithm for the
precedence-constrained class sequencing problem
Reinhard Biirgy, Pierre Baptiste, Alain Hertz
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We discuss the precedence-constrained class sequencing problem
(PCCSP). In scheduling terms, this is a one-machine scheduling prob-
lem with precedence constraints and setups with the goal of minimiz-
ing the number of setups. From a practical perspective, PCCSP models
various scheduling problems in systems where multipurpose proces-
sors need retooling or some other type of setup to switch from one
operation to another. It appears, for example, in the semiconductor in-
dustry, in aircraft disassembly processes and in special traveling sales-
man applications. PCCSP is also closely related to a loop fusion com-
piler optimization problem, to a mixed graph coloring problem and
to the shortest common supersequence problem. Previous research has
shown that PCCSP is difficult to solve from both a theoretical and com-
putational perspective, and only little research has been conducted on
computational methods. We propose a dynamic programming algo-
rithm for solving PCCSP exactly. It comprises specialized dominance
rules, lower bound computations, propagation algorithms, and heuris-
tics that successfully exploit the problem’s structure. Based on ex-
tensive numerical experiments, we analyze the algorithm in detail and
show that it outperforms mixed-integer programming and constraints
programming models.

Employee scheduling with parallel task assignments
and complex break time requirements
Martin Gutjahr, Sophie Parragh, Fabien Tricoire

The real-world scheduling problem considered in this paper concerns
the assignment of different types of tasks with fixed starting times to a
set of employees, whereas multiple tasks may be carried out in parallel,
depending on the type of task and the skills of the employee. It also
involves shift planning with minimum and maximum shift length con-
straints, employee dependent availability periods, and complex break
scheduling. In addition to legal requirements for total break length
and rest time between shifts, problem specific constraints like splitting
breaks and preparation time have to be considered. Further constraints
include mandatory tasks, consecutive tasks, and limitations for con-
current tasks. The aim is to maximize a weighted sum of the number
of assigned tasks weighted by their priorities and negative penalties
for assignments to underskilled employees. We propose a large neigh-
borhood search algorithm to solve this problem which relies on a set
of tailored destroy and repair operators. Repair operators rank possi-
ble insertions of matches into availabilities based on different opportu-
nity cost considerations. Benchmark instances derived from real-world
data with over 10000 tasks, over 100 employees, and up to 7 days are
solved with the proposed method.

Heuristics for the job sequencing and tool switch-
ing problem with non-identical parallel machines and
machine-dependent processing and tool switching
times

Dorothea Calmels

This work considers the job sequencing and tool switching problem
with non-identical parallel machines and machine-dependent process-
ing and tool switching times. This problem is a variation of the uni-
form job sequencing problem that seeks to minimize the total number
of tool switches. This paper proposes several new constructive and im-
provement heuristics for different objectives, such as minimizing total
flow time, minimizing makespan, and minimizing the number of tool
switches. The simple and fast constructive approach, step-by-step, as-
signs jobs to machines based on the current approximated flow time
and the current approximated number of tool switches. The proposed
improvement concept is an insertion-based method that selects jobs for
improvement based on the logic that the job with the least 'net saving
value’ in terms of tool switches or time should be selected for rein-
sertion as it may achieve the highest improvement. The performance
of the heuristics is analysed with respect to computation time and so-
lution quality for different objectives. The computational experiments
show the merits of each heuristic for different objectives. Moreover,
it is shown that the heuristics may easily be adapted for different con-
flicting objectives.
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Improving marketing bank services: Customer evalua-
tion combining big data and MCDM methodologies
Fernando Mayor-Vitoria, Ana Garcia-Bernabeu

Banking is considered an intensive data generator, but the processing
limitation of humans and traditional database systems is a barrier to
explore vast quantities of data in order to obtain valuable informa-
tion. Today’s public and private business environments need precise
information in real time and big data analysis has appeared as a so-
lution to report about clients’ behavior, suppliers, competitors and the
whole society. Normally, data analysis has always been understood as
a predictive technique in order to guess customer’s reactions and fu-
ture business scenarios. In this sense, the present paper contributes by
taking it one step forward, that is to say, from the predictive to the pre-
scriptive analysis and to do so, Multicriteria Decision Making Methods
(MCDM) have been incorporated to improve data analysis. Moreover,
we identify the indicators which are significant for the marketing bank
services in order to create a generic methodology to select the most ap-
propriate potential client. In this context, we apply VIKOR and TOP-
SIS, which are well known methods among MCDM methodologies,
and a numerical example is carried out to show some differences and
similarities.

CISEF: A composite index of social, environmental and
financial performance
Fotios Pasiouras, Chrysovalantis Gaganis, Menelaos Tasiou

This study employs data envelopment analysis, which uses benefit-of-
the-doubt weighting to evaluate the social, economic and financial per-
formance of a sample of large public enterprises around the world.
This methodology is especially useful for creating composite indica-
tors as it allows for firm-specific weighting of the different objectives.
In additional second-stage analysis, we explore the various driving
factors of this index, by regressing it on various formal and informal
country-level institutions. Coherent with the issues of a sound Data-
Generating-Process (DGP) in such analyses, we make use of a double
bootstrap procedure based on the study of Simar and Wilson (2007),
permitting us both to make valid inferences and improve the statistical
efficiency of the second stage.

Clustering customer satisfaction data with MUSA and
Machine Learning

Nikolaos Matsatsinis, Konstantina Miteloudi, Evangelos
Grigoroudis, Alkaios Sakellaris

The MUSA method produces a collective assessment model of cus-
tomer’s satisfaction; therefore, the existence of distinguished customer
groups with different preference value systems may cause instability
in the results. A solution to this problem is the segmentation of the
total set of customers into smaller groups according to particular char-
acteristics (age, gender, etc.) that are believed to differentiate their
preferences and then, apply the method to each of these sections sep-
arately. However, there are cases where this information is not avail-
able to analysts and unsupervised learning methods should be used,
namely clustering, where grouping is based on the data properties. In
this work, a framework is proposed for clustering customer satisfaction
data to improve the performance of MUSA method. Synthetic data
have been produced from online application "MUSA Data Generator"
and MUSA method is applied to the whole set. MUSA’s optimiza-
tion phase extracts the model’s overestimation and underestimation er-
rors. Considering that these errors are the distance of each client from
the model, one-dimensional clustering is applied, using the algorithm
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"Jenks Natural Breaks". Input data are separated and MUSA is applied
to each cluster. The model and the metrics AFI and ASI are evaluated
for each cluster and their weighted average is calculated, using as a
weight the quantitative size of the cluster. The framework has been
implemented in Python.

Coordinating Actions of Distributed Decision-Makers
Abhijit Deshmukh

Coordinating and aggregating actions of multiple decision-makers to
improve the overall system performance poses several challenges. This
paper focuses on two fundamental issues related to such systems,
namely distributed coordination and designing incentives. Distributed
coordination is framed in the context of task allocation in networked
resources. We discuss a set of distributed strategies that lead to an
efficient equilibrium solution. The discussion on incentives as a mech-
anism for coordinating distributed decision-makers is presented in the
context of a system where decision-makers have conflicting objectives
leading to sub-optimal system-level solutions. We present multi-lateral
coordination mechanisms that lead to efficient system-level solutions.
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Monitoring With Limited Information
Dan Iancu

We consider a system with an evolving state that can be stopped at
any time by a decision maker, yielding a state-dependent reward. The
decision maker does not observe the state except for a limited num-
ber of monitoring times, which he must choose in conjunction with a
suitable stopping policy, to maximize his reward. Dealing with this
type of stopping problems, which arise in a variety of applications in
project management, healthcare or finance, often requires excessive
amounts of data for calibration purposes, and prohibitive computa-
tional resources. To overcome these challenges, we propose a robust
optimization approach, whereby adaptive uncertainty sets capture the
information acquired through monitoring. We consider two versions
of the problem—static and dynamic—depending on how the monitoring
times are chosen. We show that, under certain conditions, the same
worst-case reward is achievable under either static or dynamic moni-
toring. This allows recovering the optimal dynamic monitoring policy
by resolving static versions of the problem. We discuss cases when
the static problem becomes tractable, and highlight conditions when
monitoring at equi-distant times is optimal.

On determining the optimal proactive-reactive policy for
the serial RCPSP with stochastic activity durations
Erik Demeulemeester

When considering the resource-constrained project scheduling prob-
lem (RCPSP) with stochastic activity durations, the recent literature
mainly considers two different approaches. On the one hand, re-
searchers have focused on proactive and reactive project scheduling,
where proactive planning attempts to build a stable project plan that
takes the possible disruptions as much as possible into account, while
the reactive planning procedures are called every time the disruption
changes the baseline schedule such that it cannot be executed anymore
as planned. On the other hand, a lot of research has been done on the
stochastic RCPSP that introduces scheduling policies that decide at
each of the stages of a multi-stage decision process which activities se-
lected from the set of precedence and resource feasible activities have
to be started. Recently, Davari and Demeulemeester have introduced
an integrated proactive and reactive project scheduling problem for the

RCPSP with uncertain durations and developed different Markov De-
cision Process models to solve this NP-hard problem. This means that
not only a good baseline schedule is determined, but also several good
continuations in case certain combinations of the activity durations oc-
cur that prohibit the baseline schedule or an already adapted schedule
from being executed as planned. In this presentation, I will indicate in
which cases of the problem truly optimal policies can be constructed
and what can be learnt from these policies.

3 - Recent results and insights on robust multi-mode re-
source constrained project scheduling
Izack Cohen, Noemie Sellam Balouka

We develop a robust optimization approach for the multi-mode
resource-constrained project scheduling problem with uncertain activ-
ity durations. We use a min-max objective and only assume knowl-
edge about the support of activity durations. The problem is decom-
posed into two stages and solved using exact and heuristic solution
approaches. We consider several types of uncertainty sets in which the
level of conservatism can be adjusted. We report on the results and in-
sights from a computational study. We shall present insights about the
price of robustness and the performance of the solution approaches.

4 - A Generalized Cutting Plane Algorithm for Robust Opti-
mization with Decision-dependent Uncertainty Sets
Chrysanthos E. Gounaris, Anirudh Subramanyam, Nikolaos
H. Lappas

There exist many optimization problems in which the decision-maker
can affect the realization of the uncertain parameters (also known as
endogenous uncertainty). Such settings can be addressed within the
context of a robust optimization framework via the use of decision-
dependent uncertainty sets. To that end, we propose a primal branch-
and-bound algorithm that generalizes the well-known cutting plane
method of Mutapcic and Boyd to the case of decision-dependent un-
certainty sets. A comprehensive computational study showcases the
advantages of the proposed algorithm over that of existing methods
that rely on classical duality-based reformulations.
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1 - Two-tier systems in the context of Hyperconnected City
Logistics
Antonio Ramos, Bruno Oliveira, Jorge Pinho de Sousa

Two-tier distribution systems have been proposed in the context of City
logistics to address the negative externalities of urban freight transport,
aiming towards improved efficiency and sustainability, particularly for
larger and highly congested urban areas. Hyperconnected City Logis-
tics is a a conceptual framework for more efficient and sustainable ur-
ban freight transportation, suggested to embody the synergies between
the concepts of City Logistics and of the Physical Internet. Inthis-
paper, wepresentsomeexamplescollectedfromaliteraturereview of two-
tier distribution systems based on mobile depots, which we analyse un-
der the scope of the Hyperconnected City Logistics conceptual frame-
work. Results show that current urban freight distribution systems are
rather strict and are far from the open and shared system proposed by
the concept of the Physical Internet. Nonetheless, two-tier distribution
systems require coordinated and synchronized transportation of loads
in a multi-modal transportation network, and some systems have con-
sidered the use of standardized unit loads for seamless load transfers
between transport modes, an example of an initial step towards goods
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encapsulation. This work will hopefully contribute for the identifica-
tion of the current operational characteristics of two-tier distribution
systems and of the main challenges towards their full realization as
part of the Hyperconnected City Logistics.

Robust Reconfigurable and Hyperconnected Modular
Access Hub Networks
Louis Faugeére, Benoit Montreuil, Chelsea (Chip) C. White II1

This research deals with the dynamic reconfiguration of modular smart
locker based access hub networks in the context of first and last mile
delivery in Physical Internet oriented hyperconnected parcel logistics
systems. Its main contribution is the introduction of a robust dynamic
capacity management strategy for modular micro-hub systems. The
problem is to define a modular capacity management strategy over the
planning horizon that satisfies periodic capacity requirements between
each reconfiguration periods while minimizes the costs with a combi-
nation of a priori capacity deployment decisions and recovery actions.
Possible actions are (1) the relocation of capacity modules and (2) the
addition of capacity modules at the beginning of each reconfiguration
period. Recovery actions are the pooling of modular capacity from
neighboring locations: a location lacking capacity in a requirement
scenario can use available capacity from neighboring locations. The
presentation first synthesizes insights from the current literature. It
then defines the problem, proposes mathematical modeling and illus-
trates the concept through a case and a sensitivity analysis, highlighting
the potential benefits and trade-offs. Finally, it provides directions for
future research and innovation.

Strategic Market Deployment Planning of Hypercon-
nected Fresh Local Supply Chains
Isabella Sanders, Benoit Montreuil, Jiali Zhao

This study introduces a data-driven market deployment planning
methodology toward applicability in the context of farm-to-table lo-
gistics platforms. These platforms empower food supply chains that
are focused on hyperconnectivity, sustainability and transparency fol-
lowing the principles of the Physical Internet. A market deployment
process produces a roadmap consisting of sets of markets targeted for
deployment at each phase of development of the business. Such de-
ployment must take into consideration both the downstream side of
markets, such as urban agglomerations with restaurants, institutions,
and households demanding fresh and local food, and the upstream side
consisting of farms producing and selling fresh and local food. An in-
teger program optimization model is formulated, that takes in a list of
markets and outputs a roadmap optimized for expected profit, allowing
companies to achieve market expansion plans under limited resources
and managed risks. A use case of the methodology is described, based
on a North-American start-up whose platform empowers a fast and ef-
ficient transparent food supply chain. It allows restaurants and chefs
to order the food to be cooked and offered in their next-day menu di-
rectly from farms. By enabling such platforms to succeed in expansion,
we can help build local supply chains nationwide, reducing emissions
by eliminating long-distance transport and bringing revenue into rural
communities helping producers.

Continuous approximation modelling of urban logistics
networks and impacts
Hao Jiang, Eric Ballot, Shenle Pan, Farzad Niakan

Urban logistics and the deterioration of urban traffic conditions have
gradually drawn peoples’ attention. Since the main problem lies on
the congestion, it is necessary to design new and innovative urban lo-
gistics networks with hubs and different vehicle types. In the study of
large and complex problems, the assessment of the performances of
different urban logistics schemes and the impacts of the major factors
(transportation means, shipment size, vehicle speed, time window, etc.)
is the key. The methodology is based on the continuous approach pro-
posed by C. DAGANZO and extended here to vehicle allocation and
network optimization under several constraints. Mathematical models
(analytical and optimization) are developed to calculate and optimize
the cost and environmental impacts of different logistics schemes re-
garding the vehicle capacity, lead time and shift duration constraints.
A case study conducted with the flow and cost data of the distribution

process from distribution centers to stores in Bordeaux, France illus-
trates the methodology. The impacts of different logistics schemes on
the financial and environmental performances of the suppliers are eval-
uated in various distribution schemes. Urban policy restrictions such
as limited time window are also investigated.
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A column generation approach for the driver scheduling
problem with staff cars

Shyam Sundar Govindaraja Perumal, Jesper Larsen, Richard
Lusby, Morten Riis, Tue Christensen

Given a set of timetabled bus trips, transport companies are faced with
the challenge of finding feasible driver schedule that covers all trips
and abides by various labor union regulations. The regulations are
concerned with providing sufficient breaks for the drivers during the
day. Practical limitations in city networks enforce drivers to travel by
cars between bus stops to have breaks. Transport companies have a
limited number of cars, known as staff cars, which have to be returned
to its depot at the end of the day. The simultaneous scheduling of
drivers and staff cars is known as the driver scheduling problem with
staff cars (DSPSC). It is estimated that the DSPSC accounts for 60% of
a company’s operational expense, and a column generation approach is
proposed that attempts to minimize operational expense. The column
generation method iterates between a master problem, a subproblem
for generating driver variables and a subproblem for generating staff
car variables. The subproblem related to the drivers is formulated as a
resource constrained shortest path problem, which is solved by a dy-
namic programming approach. The proposed method is tested on eight
real-life instances from seven Northern European companies. A com-
parison with a state-of-the-art mixed integer programming solver and
an adaptive large neighborhood search heuristic indicate that the col-
umn generation method provides improved solutions for six instances
and the average improvement is 1.45%.

A Column Generation Approach for the Crew Replan-
ning Problem

Thomas Breugem, Twan Dollevoet, Dennis Huisman

In railway operations, the crew schedules often have to be adjusted
shortly before the actual day of operations, to allow for, e.g., planned
maintenance. Such maintenance activities lead to blocked tracks, for
example, and hence some crew schedules might no longer be feasible,
as certain trips can no longer be performed. As a result, new crew
schedules have to be constructed, which are feasible for the new sit-
uation, and cover as much work as possible. Furthermore, the new
schedules should not deviate too much from the original plan. Cur-
rently these new schedules are constructed on a day-to-day basis, pos-
sibly leading to a loss of overall efficiency. We introduce the Crew
Replanning problem, where the goal is to reschedule the crew over a
period of multiple days, thereby adjusting both the duties and the ros-
ters. We propose a solution method combining column generation with
Lagrangian relaxation, and apply this method to practical cases from
Netherlands Railways.

An lterative Approach for Integrated Planning in Public
Transportation

Alexander Schiewe, Philine Schiewe

Optimization in public transport planning is an important topic of on-
going research. Traditionally, the planning process is separated hierar-
chically into several stages, e.g. line planning, timetabling and vehicle
scheduling. Recently, integrated public transport planning, i.e., opti-
mizing several of the planning stages simultaneously, has gained in im-
portance as this can improve the solution quality immensely. However,
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since the resulting integrated problems are computationally challeng-
ing for close-to real-world instances, heuristic solutions are commonly
used. We here introduce a new iterative approach for re-optimizing
an existing public transport system. For this, two of the three plan-
ning stages line planning, timetabling and vehicle scheduling are fixed
while the remaining one is re-optimized. To model the re-optimization,
traditional approaches do not suffice and therefore new optimization
problems need to be defined. We model these problems and propose
solution algorithms for each stage which are theoretically analyzed.
Additionally, convergence of the proposed iterative approach is dis-
cussed theoretically and computationally tested on a benchmark case
study and a close-to real-world data set.
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Solving a static bike repositioning problem using the
artificial bee colony algorithm
Yue Wang, Wai Yuen Szeto

This study tackled a static Bike Repositioning Problem (BRP) with
broken bikes. It aims to design the route and corresponding load-
ing/unloading quantities for the reposition vehicle to satisfy the de-
mands of all the stations in a bike sharing system. The objective is
to minimize the CO2 emissions of the vehicle during repositioning.
An artificial bee colony (ABC) algorithm with adaptive neighborhood
operators is developed to search for the vehicle route, incorporating a
newly introduced evaluation method. This evaluation method is de-
signed for adjusting the loading/unloading quantities for the routing
problem that allows for multiple visits and has a vehicle load related
objective function. The performance of the proposed algorithm on the
BRP is evaluated in different instances having 10-300 stations. The
results show that the proposed algorithm can find the optimal solutions
for small-sized networks within a much shorter time than the exact
method. In addition, for the instances that the exact method cannot pro-
vide the optimal solution within the time limit, the proposed method
outperforms both the genetic algorithm and the memetic algorithm.
The result confirms the ability of the ABC algorithm in solving this
type of problems.

Approximate dynamic programming for multi-period
taxi dispatching
Felix Gotzinger, Anne Meyer, Martin Pouls

300,000 to 500,000 cab rides arise every day in New York. Conducted
by roughly 30,000 taxi drivers and mostly allocated by taxi dispatchers.
To allocate and to reposition the taxis, the expected value of future po-
sitions needs to be considered. The target is to create a method, which
provides decision support in real-time and incorporates stochastic in-
formation. In this talk we define and solve the taxi dispatching problem
as a stochastic dynamic resource allocation problem (SDRAP). Due
to the large number of states, results, and actions we use an approxi-
mate dynamic programming approach (ADP). Our solution strategy is
sampling-based and solves network flow problems as LP for each dis-
crete point in time. Using the duals of the LP solutions, we estimate
concave value functions via reinforcement learning techniques within
the simulation to predict future revenue and incorporate these functions
into the model. We perform evaluations on historical taxi trip records
provided by the New York City Taxi and Limousine Commission. In
our experiments, we compare different value function approximations,
parameter settings and instance sizes. Compared to myopic policies,
our method leads to an increase of roughly 60% in revenue due to a
higher utilization of cabs and roughly 90% less waiting cabs. In addi-
tion, we estimate well performing value functions and visualize them

with heat maps. All in all, the decision support can be realized in real-
time for realistic taxi data instances.

Analyzing the delay sensitivity of an integrated mobility
system
Yves Molenbruch, Kris Braekers

In many Western countries, governments are currently implementing
an innovative demand-driven mobility policy. Providers of collective
door-to-door transport, called dial-a-ride services, are increasingly in-
voked to replace unprofitable public transport in rural areas. This re-
quires an integrated mobility system in which a user’s trip may con-
sist of a combination of dial-a-ride services and regular public trans-
port. To optimally integrate both systems from an operational point of
view, dial-a-ride providers need to solve a challenging routing prob-
lem, in which their flexible vehicle routes should be synchronized to
the timetables of the remaining public transport services. However, the
practical feasibility of such an integrated mobility system strongly de-
pends on the reliability of the transfers. Dial-a-ride providers should
adequately respond to structural or occasional delays of the public
transport. Whenever such delays are likely to cause broken connec-
tions or violated quality requirements, the provider needs to make real-
time adaptations to its routes and schedules, restoring feasibility at an
additional cost. The objective of this work is to quantify the sensitiv-
ity of integrated routing solutions with respect to delays on the public
transport network. To this end, the travel times of the public transport
are modeled as stochastic, time-dependent travel times. The impact of
different types and extents of delays on the operational efficiency of
the system is quantified.

A fuzzy hybrid MCDM method for bike-sharing network
definition
Danijela Tuljak-Suban, Valter Suban

The traffic congestion growth in cities areas and environmental aware-
ness increase have contributed to rise popularity of bike-share systems
in cities around the world. Despite the actuality of the problem, there
are only few articles deals with the bike-share systems definition and
evaluation. In the literature, bike-share services are defined and evalu-
ated using MCDM models, generally based on criteria related to: the
urban spatial characteristics, transportation network/traffic and popula-
tion density. In addition, detected models solve and consider just local
situations. Comparison between bike-sharing and car-sharing models
highlights that in case of bike sharing: investment costs, revenue and
repositioning restrictions are not considered. So, those models can
be efficiently used only if the bike flow and usage are homogeneous
in the entire network. The most used methods are: ANP, DEMETAL,
VIKOR and TOPSIS. Those methods are often associated to fuzzy rea-
soning, since used criteria are not all quantitative. On the base of the
literature review, the paper proposes a framework that is an update of
existing methods for the definition of the bike-sharing network and is
based on the spatial characteristics and transportation network but also
consider the repositioning of the bikes. The inputs in the model are the
bike-share stations with their characteristic the outputs of the model
are proposed bike-sharing stations ranked by appropriateness.
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Robustness and semi-infinite programming via general-
ized Nash games
Giancarlo Bigi, Simone Sagratella

One way to deal with uncertainty in optimization problems relies on
the introduction of uncertainty sets for the data. This allows consid-
ering solutions that are feasible for any realization of the data while
taking into account the worst-case for the objective as well. Problems
such as portfolio selction and production planning are exploited to ad-
dress how to formulate robust counterparts of optimization problems
as semi-infinite programs (shortly SIPs), i.e., optimization problems
with infinitely many constraints. In turn, SIPs share some similarities
with Generalized Nash games (shortly GNEPs) that lead to meaningful
connections. Indeed, SIPs can be reformulated as GNEPs with a pecu-
liar structure under some mild assumptions. Pairing this structure with
a suitable partial penalization scheme for GNEPs leads to a class of
solution methods for SIPs that are based on a sequence of saddlepoint
problems. Any converging algorithm for the saddlepoint problem pro-
vides the basic tool to perform the penalty updating scheme. In partic-
ular, a projected subgradient method for nonsmooth optimization and a
subgradient method for saddlepoints are adapted to our framework and
the convergence of the resulting algorithms is shown. A comparison
between the two algorithms is outlined as well.

Data driven coordinated replenishment solution
Anne Porte, Dario Bauso

Motivated by a case study on a multi-item two-echelon for two per-
ishable edible goods with one warehouse and multiple retailers in the
region of Groningen, we deal with the analysis and design of a new
business model for data-driven coordinated replenishment.

First, we develop a logistic network whereby the nodes represent stor-
age facilities and the arcs describe either transportation links or pro-
duction/demand units. To address uncertain demand, historical de-
mand data are used to build and calibrate a forecasting model based
on linear regression and which includes seasonality and trend. Then,
we formulate and solve a stochastic optimization problem which takes
as input the forecasted values, and provides as output the optimal flows
in each arc. The cost to minimize includes a major fixed cost associ-
ated with each replenishment and a minor cost associated with an item
involved in the replenishment. To quantify the benefit from coordina-
tion, a coalitional game with transferable utilities is developed in which
the retailers who agree on joint replenishment can be seen as a coali-
tion. Finally, we address issues related to the stability of the coalition
in response to specific allocation policies.

Fiestras-Janeiro, M. G., Garcia-Jurado (2011). Cooperative games and
cost allocation problems. Top, 19(1), 1-22. Silver, E. A., Pyke, D.
F., & Thomas, D. J. (2016). Inventory and production management in
supply chains. CRC Press.

An extension of Braess’ paradox to transportation net-
work cooperative games

Mauro Passacantando, Giorgio Gnecco, Yuval Hadas,
Marcello Sanguineti

Braess’ paradox is a classical result in the theory of congestion games.
It highlights the reason why the insertion of a resource in a network
may, in some cases, deteriorate - instead of improving - the global
network performance. This is typically explained using the theory of
noncooperative games when several resources are added to the net-
work. However, this approach does not allow to quantify the aver-
age marginal contribution of each resource to the global network per-
formance. This suggests the development of a cooperative version
of Braess’ paradox, in which the players are the resources (e.g., the
arcs in the network), and the importance of each player is measured
by its Shapley value. In this presentation, we describe some prelimi-
nary results obtained in an extension of Braess’ paradox to the case of
transportation network cooperative (TNc) games, which are a partic-
ular class of transferable utility games. We express the characteristic
function of a TNc game in terms of a suitable measure of congestion
on the subgraphs associated with subsets of players of the game. For
each subgraph, this measure is determined by solving an instance of
the user equilibrium problem. Numerical results show that, for our

choice of the characteristic function, some resources may have neg-
ative Shapley value. Hence, on average, their removal increases the
global network performance.

A new interior point algorithm for the Fisher type market
exchange model
Anita Varga, Tibor Illés, Marianna E.-Nagy

The Fisher type market exchange model is a special case of the Arrow-
Debreu type market exchange model. In this case, the players are
divided into two groups, consumers and producers. Producers sell
their products for money, and the consumers have an initial amount
of money that they can use to buy a bundle of goods which maximizes
their utility functions.

In this talk, we introduce a new interior point algorithm to solve the
weighted analytic center problem discussed by Yinyu Ye in his article
in 2006, therefore we show a new way to find the solution of the Fisher
type linear and Leontief market exchange models. We also present our
new numerical results.
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Studying behaviour in OR interventions: A review
L. Alberto Franco, Raimo P. Himéldinen, Etienne Rouwette,
Ilkka Leppanen

In this talk we present an overview of the rapidly growing body of
empirical research that examines the impact of behaviour in interven-
tions that use OR approaches, methods and tools to support decision
making. A survey of the relevant literature spanning 30 years identified
four types of empirical studies. Each type varies in how it characterises
behaviour (determinist or voluntarist), and the research methods it em-
ploys (variance or process) to examine behavioural phenomena within
the intervention. We argue that each type can only offer a partial un-
derstanding of the role and impact of behaviour in OR interventions,
and that taking the insights produced by all four study types together
offers a richer understanding of the behavioural dimension than any
one type can offer by itself. We will offer some suggestions for the fur-
ther development of the behavioural agenda related to OR intervention
research.

Trajectories of praxis: an empirical behavioural OR
study
Sonya Crowe, Martin Utley

There has been a recent renewal of interest in research about the role
and impact of behaviour on the effectiveness of OR. Healthcare is one
thematic area that is ripe for the attention of such studies given the
importance of the issues, the potential amenability of healthcare prob-
lems to OR approaches, and yet the relatively poor impact of OR in
influencing decision-making to date. To this end, we conducted an em-
pirical behavioural OR study of non-technical influences on the uptake
of academic OR in healthcare. We elicited the perspectives and expe-
riences of OR practitioners working in academic healthcare OR using
social science approaches to data collection and analysis. Our findings
contribute useful insights regarding the OR actor and OR praxis dimen-
sions of Franco & Hémildinen’s organising framework for behavioural
OR studies, and the interactions between them. In particular, our work
highlights the importance of considering trajectories of praxis beyond
individual projects / interventions. We will present our work in rela-
tion to current discourses in behavioural OR, separating the findings
specific to healthcare and those that might translate to academic OR
practitioners working in other fields.
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3 - Behavioral OR from a Swedish military OA perspective
Ida Johansson

Military Operations Analysts, OA, pose a highly valued resource
within the military headquarter of the Swedish Armed Forces, pro-
viding analysis and decision support. OA are exclusively provided by
the Swedish Defence Research Agency, FOI. What makes OA unique
to the military organization is their perceived outside perspective and
objectivity, their collective organizational memory and their positions
at all management levels, giving informal channels in the otherwise
highly hierarchic organization.

Characterizing to Swedish military OA, compared to those of NATO
and other partner organizations and countries, is the focus on soft OA,
the relatively small military headquarter and OA organizations and the
everyday access to the client, as OA work together with the military
personnel in the same facilities.

The workplace includes organizational and structural limitations as
well as advantages. In this presentation, individual experiences from
working as an OA at the tactical level will be shared. The conditions
for using OA methods are limited by a high level of individual work
amongst officers due to low staffing, high staff rotation and a partly
fragmented organization, with the result that OA are often let into the
working process too late to help structuring and formulating problems.
The introduction of OA methods is facilitated by "teaming up" with
officers, persistency as well situation awareness. Observations are an-
alyzed from an organizational perspective.

4 - Widening the OR competences: Systems Intelligence
Raimo P. Himaldinen

Today there are frequent calls to widen the skillset in all professions
to include soft capabilities such as emotional and social intelligence.
The recent article by Hamildinen et al. ( 2018 ) discusses Systems
Intelligence (SI), a general soft competence related to one’s ability to
succeed in wholes, i.e., in systemic settings which are complex and
challenging due to both technical and people dynamics. The article
suggests that the SI competence needs to be included in the skillset of
engineers in a modern society. I take this same idea into the field of
OR. Behavioural OR is interested in the effects people have on the OR
process and thus we should also understand the competences required
of a behaviourally sensitive OR practitioner. OR deals with systemic
problems and in problem solving one also needs to pay special em-
phasis on social systems and people skills. The SI competence can be
measured and developed and my suggestion is that we should include
it in the skillset of OR professionals. This would complement the OR
skills suggested earlier in the literature by bringing social systems and
people engagement into the focus. Ref: R.P. Himildinen, E. Saari-
nen and J. Térménen: Systems Intelligence - a Core Competence for
Next Generation Engineers?, in Proc. of the 2018 IEEE International
Conference on Teaching, Assessment, and Learning for Engineering
(TALE) ,Wollongong, Australia, pp. 641-644.
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1 - Managing landscapes to mitigate the hazard of wildfires
while conserving ecosystems
John Hearne

Developing a schedule for prescribed burning in a landscape is a chal-
lenge for landscape managers. In addition to reducing the hazard of
wildfire, various other constraints must be considered. To help deal
with this problem we present a spatially explicit, multi-period optimi-
sation model. It will be demonstrated that the model can be solved

to yield a plan to generate a dynamic landscape mosaic that optimally
fragments the hazardous fuel continuum while satisfying ecosystem
constraints. We demonstrate that such a multi-period plan for fuel
management is superior to a myopic strategy despite the occurrence
of unplanned fires. We also show that a range of habitat quality val-
ues can be achieved without compromising the optimal fuel reduction
objective. This suggests that fuel management plans should also strive
to optimise habitat quality. We illustrate how our model can be used
to achieve this even in the special case where a faunal species requires
mature habitat that is also hazardous from a wildfire perspective. Typ-
ical Australian heathland landscapes are used to illustrate the model
but the approach can be implemented to prioritize treatments in any
fire-prone landscape where preserving habitat is a critical constraint.

Incorporating funding flexibility and liquidity into in-
vestment decisions of land trusts to seize emerging
conservation opportunities

Chung-Huey Wu, Mathew Hardy, Cindy Hauser, Michael
McCarthy

Conservation revolving funds routinely purchase land properties
to protect their environmental values, and then resell them to
conservation-minded buyers with permanent conservation covenants
attached. Fast resale of purchased properties to replenish the fund is
key to revolving fund performance, especially in acquiring emerging
valuable properties before they go off the market. Here we study how
to select properties to purchase in a degrading landscape to stop losses
in conservation values. We use mixed integer programming to select
initially available properties that produce optimal expected resale in-
come for buying newly emerged properties at a second time step. This
optimal strategy out-performs ranking methods based only on cost-
effectiveness where capitals can be locked in properties with slow re-
sale. Our resale-explicit approach are especially beneficial for small
funds that can only afford a few properties. We suggest fund managers
to make investment decisions that balance early conservation bene-
fits with future financial liquidity to seize valuable opportunities that
emerge over time.

Industrial eco-efficiency performance and dynamics in
Europe. The existence of technological spillovers
within a metafrontier framework

Eirini Stergiou, Kostas Kounetas

EU policies concerning global warming have been outspread the last
few decades as air pollution consists the largest environmental prob-
lem. Initiatives for air quality’s improvement has been added in
the agenda of environmental directives on the grounds that the pro-
longed economic growth intensified the environmental issues rapidly
and made the link that connects them even more solid. The manufac-
turing production process is one of the responsible sources of the poor
environmental performance as undesirable outputs are produced simul-
taneously with the produced output. We model the eco-efficiency per-
formance under a meta-frontier framework for 14 industries from the
manufacturing sector from 27 European countries over the 1995-2011
period. The utilization of NOx, SOx, CO2, CH4, N20, CO, NMVOC
and NH3 as undesirable outputs and GVA as the desirable help us to
understand better this concept. In the first stage, we estimate the ef-
ficiency using the conventional Directional Distance Function (DDF)
as well as the non-radial DDF approach by embodying slacks under
different technology regimes to examine if technological heterogene-
ity could influence the eco-efficiency scores. In the second stage, we
investigate the existence of convergence and distribution dynamics on
different types of eco-efficiency and technology gap. The estimated
results will indicate whether industries will move towards the meta-
technology frontier and if opportunities for abatement procedures are
present.

Energy transition planning in manufacturing firms: An
integrated model addressing economic and environ-
mental issues

Ehsan Izadpanahi, Tiru Arthanari
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Energy transition towards low-carbon energies is a big challenge in
different industries due to its complexities and the huge capital invest-
ment needed. In different countries various financial incentives / facil-
ities are usually provided for industries to enhance their energy basket
while they are also pushed towards clean energies through some envi-
ronmental regulatory measures like, caps on carbon emission. Manu-
facturers therefore need an efficient energy transition planning to im-
prove their energy basket. In this regards, we find Capacity Expansion
Planning (CEP) models (as) an appropriate context in which opera-
tional decisions in manufacturing firms can be integrated to energy
transition decisions. Accordingly, a mixed integer linear program-
ming (MILP) model is developed to integrate energy planning, capac-
ity planning, energy investment planning and energy transition plan-
ning while focusing on economic and environmental aspects of the en-
ergy investment. Since financial facilities are often long-term and their
repayments are monthly, integration of strategic and tactical planning
horizons is needed. In this paper, we carry out loan modelling inte-
grating two planning horizons. This is a two phase research, the first
phase achieves the integrated model and in the second phase appropri-
ate optimization strategy and solving the model is planned. Finally,
the model’s sensitivity to variations in different parameters will be as-
sessed.
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Aircraft climb trajectory optimization using optimal con-
trol
Hasnae Kasmi

The current air traffic management system, based on a rigid airspace
and ATS route structure with predefined way points, airways and pro-
cedures is evolving to a new paradigm called Trajectory Based Op-
erations which allows a greater freedom for the airlines to plan their
trajectories. In this context, trajectory optimization provides to airlines
an opportunity to reduce the flight costs. A typical approach to deal
with this problem is optimal control. Different methods can be used
to solve such a problem which can be split into two basic categories:
direct and indirect methods. In this paper, we focus on direct collo-
cation methods. We wish to optimize speed and thrust laws during
the climb phase between an initial point where the aircraft is equili-
brated and a cruise point characterized by its altitude and Mach num-
ber. The criterium to minimize is the flight cost. The dynamic of this
problem is deduced from a classical point-mass model composed of
simplified aerodynamic polar and propulsive characteristics. The orig-
inal infinite-dimensional and continuous optimization problem is then
discretized and transformed into a nonlinear programming problem in-
volving a finite set of variables. The numerical solution is obtained
by using an interior-point solver. This work is the first step of a more
general study that aims at applying optimal control techniques to the
global optimization of the complete (multi-phase) mission using Air-
bus’s reference performance model.

A state space approach for studying the impact of Inter-
net of Things on bullwhip effect
Christos Papanagnou

Internet of Things (IoT) provides better connectivity among supply
chain participants by providing additional information and making,
which may be used for better replenishment policies and inventory
control. As information transmission lag still exists in supply chains,

even when state-of-the-art RFID and IoT technologies exist, organ-
isations seek solutions to leverage the existing technology and im-
prove the overall supply chain performance. In this research work, a
novel 3-node supply chain model is presented (Supplier-Manufacturer-
Retailer), where base-stock replenishment policies are modelled by
means of a proportional controller and IoT is utilised among supply
chain nodes.

A stochastic state-space model is derived to capture the inventory and
product quantity changes as a function of (i) information derived from
IoT and (ii) proportional controller. Customer demand is represented
by a stochastic sequence while the model is analysed under station-
arity conditions with the aid of a covariance matrix. The model pro-
vides useful insights on how IoT is linked with replenishment policies
while an optimisation method is introduced to study the impact of IoT
on inventory management. This allows measuring and alleviating the
bullwhip effect subject to fluctuations in inventory. The model pro-
posed can solve the information asymmetry problem in supply chain
efficiency and can help organisations to develop a global supply chain
management strategy based on IoT technology.

Dynamics of systems in the management of inventories
based on JIT philosophy
Diego Andrés Carrefio Dueiias, Erika Tatiana Ruiz Orjuela

The management inventories is a transverse activity in the supply
chain, which is one of the most complex logistical aspects of any com-
pany. The determination of inventory levels is associated with the ser-
vice levels for production and customers.

The current investigation seeks to build a dynamic model that allows
the optimization of inventory management using the JIT philosophy,
through the dynamics of systems as a methodological tool that allows
knowing the behavior of variables according to their relationships tak-
ing into account their causality and feedback. Likewise, the method-
ology allows defining, integrating and quantitatively formulating the
multiple activities associated with the problem of inventories such as
the relationship between production and sales, with the purpose of in-
tegrating the inventories in the delivery plans to provide the products
at the time exact, in the exact amount and with the requirements spec-
ified.

The formulation of the mathematical model that supports the dynamic
model must be a process based on the behavior of the inventory, bear-
ing in mind the most important theoretical concepts related to inven-
tory management and control. In the study, comparisons are made with
different simulation scenarios and it is demonstrated that with variable
interaction formulations, results can be be obtained that can solve com-
mon problems associated with inventory management, such as replen-
ishment points and optimal order quantity under a JIT approach.

Elaboration on the multivariate non-homogeneous
Markov manpower system under various conditions
and properties

Nikolas Tsantas, Andreas Georgiou, Vasileios Dimitriou

In this work we build upon the theory of the non-homogeneous multi-
variate Markov manpower system. We suggest a model, which takes
into account the divisions and departments in an organization consid-
ering intra and inter-department transitions. By introducing cost ob-
jectives we can investigate control scenarios regarding recruitment or
allocation policies. In addition we elaborate on functional forms by
studying the system’s equilibrium behavior under various conditions
and properties.
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Investment Timing and Capacity Decisions with Time-
to-Build in a Duopoly Market
Haejun Jeon

We investigate firms’ optimal investment timing and capacity decisions
in the presence of time-to-build and competition. Due to the uncer-
tainty in time-to-build, the product of the leader who makes the first
investment might enter the market later than that of the follower. We
show that a firm dominated by investment lags can become a leader and
that the leader’s optimal capacity increases in the size of the dominated
firm’s lags, even when the dominated firm becomes the leader. This
result is consistent with the electric vehicles market, in which a rela-
tively new firm lacking experience in mass production makes an ag-
gressive investment, while the biggest car makers capable of mass pro-
duction with shorter lags are timing their investment. With a welfare-
maximizing policy, however, the dominant firm always becomes the
leader. Compared to investments according to the welfare-maximizing
policy, the leader and follower’s investment choices in the market are
inefficiently late and early, respectively. The welfare-maximizing ca-
pacities of both the leader and the follower are much higher than those
determined in the market, but the difference is more pronounced in the
leader’s capacity. There is a significant loss of social welfare resulting
from the dominated firm becoming the leader, and the loss increases as
the dominated firm’s time-to-build increases.

An analysis of the dynamic price-quality relationship
Jozset Voros

Maximizing profit, we develop a dynamic model in which demand de-
pends on both price and quality. In part, quality can be increased by
investing into development processes and the value of the accumulated
quality knowledge is incorporated into the model. It is pointed out that
this salvage value may have large impact on the solution and funda-
mentally may influence the dynamics of the quality improvement pro-
cess. The quality dynamics may have both increasing and decreasing
impact on price, and besides known factors the influence of the Hamil-
tonian is identified. We can observe also, that improving operational
efficiency softens price increase while quality increases.

Optimal Green Product’s Pricing and Level of Sustain-
ability in Supply Chains: Effects of Information and Co-
ordination

Linda (Xiaowei) Zhu

We analytically study a supply chain model where a manufacturer pro-
duces a green product and sells it to the end consumers through a re-
tailer. We formulate the analytical model as a Stackelberg game. In
the game, the manufacturer is the Stackelberg leader who decides the
wholesale price and product sustainability level, and the retailer is the
follower who reacts by setting the retail price. After deriving the Stack-
elberg equilibrium of the wholesale price, the product sustainability
level, and the retail price in the closed form expressions, we compare
these analytical results and also conduct numerical experiments to an-
alyze the manufacturer’s, the retailer’s, and the whole supply chain’s
performances. We derive and compare the equilibrium under three
business scenarios, including Decentralized Supply Chain with Non-
information Sharing (Scenario N), Decentralized Supply Chain with
Information Sharing (Scenario I), and Centralized Supply Chain (Sce-
nario C). We give managerial suggestions to the manufacturer and the
retailer on how to promote the green products and achieve organiza-
tional sustainability goals. We also analytically illustrate how to coor-
dinate the channel, and highlight the crucial role played by information
in the green product supply chain.

The "price cartel” game in the Japanese mobile market
Norihiro Hayakawa, Yasufumi Saruwatari

A cartel in price between mobile network operators (MNOs) in Japan is
treated, and a mechanism under the cartel is derived in this paper. It is
well-known that in the Japanese mobile telecommunications market,
every MNO delivers its own mobile network service combined with
cellular devices, and employs the "enclosure strategy" for customers in
order to protect customer’s transfer. In addition, it looks as if MNOs
form a "price cartel" agreement - the basic monthly charge for the mo-
bile network service is almost the same among MNOs. Through the

"cooperative oligopoly," it has lost the market liquidity. The Japanese
government, therefore, claims that their improvement in their business
practices.

We propose a Cournot(-type) competition game, where the coopera-
tive action done by every MNO is realized. The findings show that a
deceleration of the market growth is a primary factor in MNOs’ "price
cartel." MNOs keep "price cartel" unintentionally in the mature mar-
ket, and this is Nash equilibria in the game. On the other hand, when
the market is growing, MNOs steal a march on the others and break
the cartel. The results can explain the MNOs’ market behavior in the
Japanese mobile market. "Price cartel” in infrastructure markets is a
major political issue in Japan, and the government is offering new price
regulations. Our results imply that the key success factor in break-
ing "price cartel" would be the coexistence of price down and market
growth.

m MA-51

Monday, 8:30-10:00 - William Fry

Dynamic Models

Stream: Dynamical Systems and Mathematical Modelling
in OR

Invited session

Chair: Yukihiro Maruyama

1-

Non-deterministic sequential decision process and its
application to tree knapsack problems
Yukihiro Maruyama

This paper clarifies the relation between a given non-deterministic
discrete decision process(nd-ddp) and a subclass of non-deterministic
monotone sequential decision process (nd-msdp); the functional equa-
tion of non-deterministic dynamic programming is obtainable for the
nd-msdp. The strong representation by the subclass of nd-msdp pro-
vides a necessary and sufficient condition for the existence of it with
the same set of feasible policies and the same cost value for every fea-
sible policy as the given process nd-ddp. Further, the strong represen-
tation is applied to non-deterministic tree knapsack problems and some
algorithm to solve the problems will be given.

Finite Horizon Risk-Sensitive Markov Decision under
Risk Constraints: Coherent Risk Measures Derived
from Risk Averse Utility

Yuji Yoshida

Finite horizon Markov decision making with risk constraints is dis-
cussed from the viewpoint of coherent risk measures. Weighted sums
of immediate rewards are described by Markov strategies. In this talk,
risk-sensitive expected terminal rewards are approximated by weighted
average value-at-risks, which are the best coherent risk measures de-
rived from decision maker’s risk averse utility. The risk constraints
for immediate reward at each stage are also estimated by coherent risk
measures. These coherent risk measures are represented by weighted
average value-at-risks which can inherit the risk averse property of the
decision maker’s utility function as weighting by risk spectrum. To find
feasible regions of the constraints, a risk-minimizing problem at each
stage is firstly discussed by mathematical programming. Next risk-
sensitive expected terminal rewards are investigated under the feasible
coherent risk constraints. Regarding this finite horizon decision prob-
lem, it is difficult to use dynamic programming and so we solve it as a
multi-parameter optimization problem. A few numerical examples are
given to understand the results in comparison with risk averse utility
functions and the corresponding risk spectra.
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Banks as Tanks
Isaac Sonin

We present a simple model of clearing in financial networks in con-
tinuous time. In the model, banks (firms, agents) are represented as
tanks (reservoirs) with liquid (money) flowing in and out. This ap-
proach provides a simple recursive solution to a classical static model
of financial clearing introduced by Eisenberg and Noe (2001). It is
also suggests a practical mechanism of simultaneous payments. The
dynamic structure of our model helps to answer other related ques-
tions and, potentially, opens the way to handle more complicated dy-
namic financial networks. Also, our approach provides a useful tool
for solving nonlinear equations involving linear system and max min
operations similar to the Bellman equation for the optimal stopping of
Markov chains and other optimization problems. References Eisen-
berg, L., Noe, T. (2001). Systemic Risk in Financial Systems. Man-
agement Science, 47(2), 236-249. Bitar, K., Kabanov, Yu., Mokbel, R.
(2017, 2018). Clearing in Financial Networks, Theory of Prob. and its
Appl., 62(2), 252-277. Sonin, 1., Sonin, K., (2017). Banks as Tanks:
A Continuous-Time Model of Financial Clearing, arXiv:1705.05943

An attack-and-defense game on a network with multiple
start nodes and destination nodes for attackers
Ryusuke Hohzaki

This report deals with an attack-and-defense game, where attackers
move along some routes from start nodes to destination nodes on a
combat network and defenders are deployed to intercept the attackers
on arcs. The game has the number of surviving attackers reaching the
destination nodes as its zero-sum payoff, which the attackers desire to
maximize and the defenders want to minimize. Each group of attackers
chooses a route to move along and the defenders make a deployment
plan on arcs. Initial numbers of the attackers and the defenders are
given but they decrease through conflicts between the attackers going
and the defenders deployed on some arcs. The attrition of the attackers
and the defenders is ruled by the so-called Lanchester’s linear law. We
model the attack-and-defense game played on a network and propose a
mathematical programming formulation to derive its equilibrium. The
equilibrium teaches us a rational selection of attacker’s routes to save
their lives, a rational deployment for the defenders to intercept the at-
tackers in an effective manner and a relationship between the optimal
strategies of both players. Our methodology could be applied to prac-
tical examples of the so-called network interdiction game, which have
been analyzed in order to interdict malicious invaders from damaging
valuable networks, e.g. telecommunication networks, infrastructure
networks, infection networks and traffic networks.
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1 - Time-Consistency Problem in Control Theory and Dy-
namic Games
Leon Petrosjan

The solution of dynamic optimization problem is time-consistent if
the use of this solution policy to a sub problem with a later start-
ing time and state brought about by prior optimal behavior would
remain optimal in the sub problem. In classical optimization prob-
lems solvable with dynamic programming technique the optimal so-
lution is time-consistent. In multicriterial control problems Pareto-
optimal solutions also are time-consistent, but different selection pro-
cedures for choosing of one special solution from the set of all Pareto-
optimal solutions are in general time-inconsistent (for example the NB-
solution). In differential and dynamic games Nash equilibrium is a
time-consistent solution, but practical all solution concepts taken from
classical one-shot cooperative game theory are time inconsistent (core,
Shapley value, nucleolus). We present examples of time-consistent
and time-inconsistent solution concepts in mulicriterial control and
dynamic games and propose refinement procedures to make solutions
time-consistent.
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1 - Fast and furious: lightning talks
Ruth Kaufman

At a EURO conference there is an enormous amount of interesting ma-
terial that any one person can only see a small fraction of. This session
will help boost that fraction. Each presenter will have just 5 minutes
to present a lightning talk: a maximum of 20 slides at 15 seconds per
slide. This will be an opportunity for presenters to get a bigger au-
dience for your key ideas and for the audience to get a wide variety
of fast-moving and stimulating talks. Details of presenters within the
session will be available in due course.
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Modelling in Operations Research and its Applications
Olabode Adewoye

One of the main methodologies of Operations Research (OR) is model
construction. OR gathers information about a system and tries to for-
mulate models of such system. It is on this formulation that the model
is analysed for the purpose of decision making. Modelling, like any
other human activity is goal- oriented. However it is an activity sub-
ordinated to other activities related to our artificial and natural envi-
ronment. Despite many importance associated with modelling in OR,
there are also some problems ranging from: problem of representation
variables/ factors, skills of the modellers, data collection and availabil-
ity, etc. This paper provides strategies for handling some of the prob-
lems mentioned above; schematic classification of models, model de-
velopment, model design and models for information generation. Ref-
erence is made on Policy iteration methods on semi - Markov decision
processes.

Gender gap in Managerial Level: A study of civil service
in Kathmandu Valley
Sunity Shrestha Hada, Gyan Bahadur Tamang

This paper aims to examine the factors influencing on being in manage-
rial level (decision making level) among civil service officers working
at government service in Kathmandu valley. The paper targets at de-
velopment of gender-specific model predicting the likelihood of being
in managerial level.

The paper has adopted objectivist research approach. In total, 254 civil
service officers participated in self-administrated survey conducted in
Kathmandu valley during the year 2015/2016. The research has per-
formed binomial logistic regression analysis to examine the effects
of human capital components, networking behaviors, masculine hege-
monic culture and family responsibilities on predicting the likelihood
of being in managerial level.

Human capital components: occupational tenure and foreign training;
and networking behavior: being visible are significant variables that
influence on predicting the likelihood of being in managerial level.
However, occupational tenure did not predict the likelihood of being
in managerial level for women. None of family responsibilities and
masculine hegemonic culture were found to influence on being in man-
agerial level.

The paper is an additional empirical evidence on career development
literature with respect to objective career success from gender perspec-
tive. In addition, literature on gender balance at workplace has also
been added with additional evidence.

Parameter Performances of Patients flow in an Inten-
sive Care Unit of 44 Nigerian Army Reference Hospital,
Kaduna: Recursive Queue Model Approach

Michael Oladejo, Kehinde Adenegan, Philip Odion, Ayoyinka
Akolawole Akanbi

Prolong waiting on a queue has posed great threat to the health sector
which led to loss of lives especially in the accidents and emergency
cases, but reduction in this waiting time usually requires planning and
extra investments. To enhance the level of tolerance, this research for-
mulated a recursive queue model that can be used to minimise the num-
ber of death by varying the number of death in the hospital when the
system is invariant of time (steady state). The arrival pattern follows a
Poisson distribution while the service rate is exponentially distributed.
Oladejo-Agashua modified model was used to estimate the existing and
proposed optimal model structure of the hospital. Algebraic expres-
sion also was used to compute the recursive model when the number
of death varies according to hospital tolerance policy. The recursive
model will enable the hospital administrator to choose the policy per-
missible for varying number of death base on their tolerance limit.
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Exploring the potential of wastewater treatment facili-
ties to contribute to power system flexibility: an inte-
grated energy systems approach

Dana Kirchem, Muireann Lynch, Eoin Casey, Juha
Kiviluoma, Valentin Bertsch

Wastewater treatment is an electricity-intensive process with techni-
cal potential for load flexibility. This makes wastewater treatment
plants (WWTPs) good candidates for participation in demand response
(DR) programs. The potential of WWTPs to provide DR has been
investigated in several case studies. However, modelling approaches
from the WWTP perspective generally neglect the interaction with the
power system, while many power system models include DR only as
a generic resource. We use a data-driven energy systems model called
Backbone to model an Activated Sludge wastewater treatment process
within a detailed power systems model for the first time. Backbone
minimises total system costs as a mixed-integer linear optimization
program (MILP). As a case study, we model the Irish power system,
including pumped hydro storage and uncertainties that arise from wind
power generation. Wastewater treatment is modelled based on the
well-established Activated Sludge Model 1 (ASM1). Non-linear re-
lationships between process variables are linearised in order to fit the
mixed-integer linear optimisation approach. Benchmark data is com-
bined with regional rain fall patterns and data on agglomeration sizes
to create hourly wastewater inflows. This novel integrated approach
combines the process knowledge from WWTP simulation models with
power systems optimisation to yield new insights about the technical
and economic DR potential from WWTPs.

Representing individual heating in energy systems
models
Ida Grasted Jensen, Marie Miinster, Rasmus Bramstoft

Individual heating is an important sector often overlooked by energy
systems models but with an increasing amount of sustainable energy
options, it becomes important to include in these models. These op-
tions includes, e.g., heat pumps, district heating network expansion,
energy savings, and usage of renewable gasses. Renewable gasses are
expected to have an important place in the fossil fuel free energy sys-
tems of the future. To evaluate where the renewable gas should be
used, it is even more important to include the most relevant sectors
in the energy systems models used for evaluating the future use of
renewable gasses. In the energy systems model Balmorel, the elec-
tricity and district heating systems are included in the model but the
individual heating from other sources than electricity is excluded. We
present a simplified representation of individual heating in energy sys-
tems model taking into account the possibility of district heating net-
work expansions, lifetime of existing individual heating technologies,
and hybrid heating systems combining, e.g., a gas boiler and an electric
heat pump. Thereby we will be able to find the optimal combination
of district heating expansions, deployment of new technologies, and
energy savings.

Model coupling for photovoltaic integration through
electric vehicle in Germany in 2030
Katrin Seddig, Patrick Jochem, Wolf Fichtner

Electric vehicles (EV) represent one of the most promising technolo-
gies towards sustainable and green transport systems. The integration
of local power generation by photovoltaic (PV) through charging co-
ordination of EVs could enhance their potential. Apart from that, for
the forecast of EV penetration until 2030 exist still different forecasts
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path. Hence, a detailed consideration of the EV charging loads and
the PV generation seems to be necessary. This paper includes a model
coupling of an optimization and a system dynamic model. The latter
one, TE3, forecasts the penetration of EV for Germany in 2030. This
generated data is used to addresses the impacts of the corresponding
charging loads through a cost-minimizing and a maximum-utilization
of generated PV through an optimization model. The charging loads
of the EVs are specified through probability density functions of the
three different charging locations at home, work and leisure to show
the existing load flexibilities for Germany in 2030. Through an em-
bedded simulation into the optimization model different scenarios will
be evaluated. Numerical results are presented and its possible policy
implications are derived.

Modeling Multi Energy Carrier Systems in the European
Context
Felix Boeing

Achieving the climate protection goals of Paris is a central task for
today’s scientists. While electricity market modeling has been used
for a very long time to answer questions on reducing emissions in the
electricity sector, system boundaries have steadily expanded in the con-
text of decarbonization. The energy carriers district heating, hydrogen,
methane, synthetic fuels or biomass can no longer be neglected in the
sense of a holistic modelling of energy transition. The various tech-
nologies for the conversion or generation of these energy carriers need
to be considered in a linear optimization model. The constraints, in-
put data and results of scenario analyses in the European context are
to be analyzed. In addition to the balance per energy carrier, special
cases such as the addition of hydrogen to the natural gas grid or multi-
output processes are elaborated. Modelling approaches for mapping
sector coupling and optimization results from sensitivity analyses are
researched. In this context, both input data and modelling approaches
are to be critically evaluated. Not only the determination of an opti-
mization problem for multi-energy carrier systems is relevant, but also
the allocation of emissions to energy sources. It is described how to
deal with multi-output processes or emission reductions, such as CO2
capture from air or biomass. The work is intended to lead to a better
understanding of the systemic repercussions of sector coupling tech-
nologies and their flexibility.
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Perturbation analysis of two queues with random time-
limited polling

Mayank Saxena, Onno Boxma, Stella Kapodistria, Rudesindo
Niifiez Queija

In this talk, we consider a polling model with a variation of the ran-
domly timed gated service discipline. In this variation, the server does
not switch to the other queue when the queue currently receiving ser-
vice becomes empty, but the server only switches when an exponential
timer expires. There are two advantages in this service discipline vari-
ation. It enables to: i) keep the frequency of switching at a predeter-
mined level (thus controlling the total cost, if there is a switching cost),
ii) balance the time that the server spends in each queue (contrary to ex-
haustive or gated service disciplines, this discipline does not depend on
the number of customers present in the various queues). The polling
model at hand violates the branching property, and as such no direct
analytic derivation of the joint queue length distribution is known. To
this end, we explore the use of (parametric) perturbation. There is a

rich choice in which parameters to perturb. In this talk, we illustrate
how this choice effects the nature and the complexity of the underlying
solution. Furthermore, for a specific choice, we demonstrate how to
derive the initial solution (required for the perturbation analysis) and
how to built and solve the recursions, leading to the computation of the
joint queue length distribution.

Analytically explicit results for the distribution of num-
ber of customers served during a busy period for the
discrete-time queue - Geom/G/1

Mohan Chaudhry

In this paper, we give analytically explicit results for the distribution of
the number of customers served during a busy period for the discrete-
time queueing model Geom/G/1 with late-arrival system and delayed-
access (LAS-DA) as well as an early-arrival system (EAS). We derive
explicit analytic expressions for these distributions using the Lagrange
Inversion Theorem applied to probability generating functions. The
results are verified numerically by checking the means and variances
derived from the analytic results against those obtained from the gen-
erating functions. Several cases of the service-time distribution such
as Geom, Negative Binomial, Binomial, Deterministic uniform and ar-
bitrary are discussed for both the systems LAS-DA and EAS.

Asymptotic methods in performance modeling of finite-
source retrial queues with collisions and their applica-
tions in smart city networks

Janos Sztrik

The goal of the present paper is to analyze the steady-state distribu-
tion of the waiting time in a finite source M/G/1 retrial queuing system
where collisions may happen and the server is unreliable. The fail-
ure rates depend on whether the server is bus or idle. An asymptotic
method is used when N tends to infinity, the arrival intensity from the
sources, intensity of repeated calls tend to zero while service inten-
sity, breakdown intensity, recovery intensity are fixed. It is proved
that the steady-state probability distribution of the number of transi-
tions/retrials of a customer into the orbit is geometric, and the wait-
ing time of a customer is generalized exponentially distributed. The
average total service time of a custom is also determined. Our new
contribution to this topic is the inclusion of breakdown and recovery
of the server. Prelimit distributions obtained by means of stochastic
simulation are compared to the asymptotic ones. Several examples
are treated and figures show the accuracy and the area of applicability
of the proposed asymptotic method. As a possibly application of the
model smart city networks are considered.

The work/publication of J. Sztrik is supported by the EFOP-3.6.1-16-
2016-00022 project. The project is co-financed by the European Union
and the European Social Fund.

Meta-model for Estimating Production Rate in an
Assembly Manufacturing System Considering Mixed-
model

Dug Hee Moon, Young Hoon Lee, Dongok Kim, Yang Woo
Shin

The estimation of production rate (or throughput) is the major concern
in the phase of manufacturing system design. Two approaches have
been used for estimating the performance measures, and they mathe-
matical models using stochastic processes such as queueing network
models, and simulation. Although mathematical model is better, it is
difficult to develop when the system becomes complex. On the con-
trary, simulation is easy to apply for the complex system, but simula-
tion has demerits when used for the optimization problem of the sys-
tem due to the large number of experiments and simulation run time.
Therefore, meta-model based on simulation results becomes another
alternative. In this study, an approach for developing quadratic meta-
model in a complex assembly system which consists of multiple sub-
lines with no buffer and finite buffer between the two sub-lines. Body
shop in an au-tomotive factory is the one of examples of the system
considered. We also consider that two types of cars are produced and
the rate of product-mix can be varied. The factors considered for meta-
model are product mix, process times, isolated efficiency of unreliable
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station and the number of buffers between sub-lines in a given layout
and transfer strategy. The accuracy of meta-model are within 3% rela-
tive to the simulation results. Thus, developed meta-model can be used
for the optimization problem.
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Performance analysis of selected conceptual speed-up
methods to improve computation time of energy system
models

Kai von Krbek, Karl-Kien Cao

Energy system models are used among others to investigate scenarios
for future electricity system scenarios for Europe and other regions in
the world. A detailed representation of the underlying real world sys-
tem is required to draw valuable scientific insights. In recent years
these models became increasingly complex to depict the more and
more decentralized system and to be able to answer todays (and fu-
ture) research questions. While the amount of input data is increasing,
modelers face the difficulty to be able to solve these complex models.

In this paper we discuss different conceptual methods to reduce com-
putation time of energy system models. Six energy system models
by German, Swiss and Danish research institutions participated in the
model comparison. Focus of this benchmark analysis is to evaluate
the trade-off between model accuracy and time to solve the energy
model. Different methods to reduce the complexity of the model such
as rolling horizon, rolling investment, reduction of time slices and de-
composition are implemented in energy system models. The paper
compares the quality of the results based on various key indicators
such as dispatch, full load hours and prices. Finally it derives gen-
eral insights and recommendations for best practices for both dispatch
and integrated investment models. The paper draws on results of the
BEAM-ME project, a three year research project addressing to en-
hance methods to reduce computation time of energy system models.

Acceleration strategies for speeding up the solution
time of the TIMES energy systems model generator -
findings from the BEAM-ME project

Evangelos Panos, Aymane Hassan

We present the findings from the application of different acceleration
strategies assessed in the BEAM-ME project for speeding up the EU-
STEM model. The model represents the electricity system of EU-28
and it is based on the TIMES model generator of the International En-
ergy Agency. The temporal aggregation speeds up EUSTEM, but the
solutions overestimate the uptake of variable renewables and underes-
timate the deployment of flexible capacity (smoothening of the load
curves). The spatial aggregation reduces solution times but the solu-
tions overestimate the deployment of renewables and underestimate
congestion and flexible capacities needs (aggregation of resources,
elimination of transmission constraints). The rolling investment hori-
zon mimics the limited foresight of decision-makers, but depending
on the length of the steps it can either produce similar behaviour as
the perfect foresight or result in delayed technology deployment and
choose options not used in the future. Solving the model in High
Performance Computing with the parallel solver PIPS-IPM seems the
preferable option. The model is annotated to reveal its block-diagonal
matrix structure to the solver. Solver’s limitations in the maximum

number of linking constraints and variables, and limitations in the min-
imum number of blocks for good degree of parallelisation, require sev-
eral annotation strategies to be tested. However, the reduction in solu-
tion time is worth the effort needed to achieve a suitable annotation.

3 - Reducing Energy Time Series for Energy System Mod-
els via Self-Organizing Maps
Dogan Keles, Hasan Umitcan Yilmaz, Edouard Fouché,
Thomas Dengiz

Modeling the intermittent character of renewable energy sources in-
creases the complexity of energy system models(ESM), because it is
essential to consider the weather-dependent electricity production with
a sufficient time resolution. Using data with high level of granular-
ity leads to long execution times, ranging from many hours to days.
Furthermore, simply reducing the data e.g. via aggregation reduces
the quality of the model results. In this study, the objective is to re-
duce energy time series without losing their key characteristics. This
is challenging, because of the high-dimensionality of data. Therefore,
we describe a methodology to prepare, process, and reduce the data.
The proposed approach uses self-organizing maps(SOM), a specific
type of artificial neural networks, for clustering the data. Afterwards
representative days from each cluster are selected and these days are
weighted with the number of elements in their cluster. Thus, a reduced
time structure is created. An exemplary ESM is then executed with
the created time structure and the results are compared with the ones
from model runs with the complete data. This process is repeated for
different clustering algorithms, input data, and ESM configurations.
The study shows that the presented approach using SOMs outperforms
other approaches, such as typical days and other clustering algorithms,
and leads to high reductions in the execution time of ESMs without
significantly worsening the quality of the results.

4 - How to speed-up computing time of energy system
models: key findings from the BEAM-ME project
Frieder Borggrefe, Olexandr Balyk, Stefanie Buchholz,
Hannes Hobbie, Samir Jeddi, Robin Leisen, Evangelos Panos,
David Schonheit

This paper provides results from the BEAM-ME project. The project
was conducted by an interdisciplinary team of energy modelers, Soft-
ware developer, experts in high performance computing and operation
research. One aim of the project was to develop a novel approach for
distributed computing and application of energy system models to high
performance computing. Further the project investigated conceptual
speed-up methods. In this paper we provide an overview of the main
lessons learned from the different approaches. It outlines difficulties
that arise for modelers when applying energy system models based on
linear programming on large scale distributed machines. Further it of-
fers suggestions for modelers how speed-up of energy system could be
reached from a modelling perspective. BEAM-Me project is funded
by the German Ministry of Economic Affairs and Energy.
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1- Managerial Efficiency and Efficiency Differentials in
Adult Education: A Conditional and Bias-Corrected Ef-
ficiency Analysis
Deni Mazrekaj
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This article proposes an advanced conditional efficiency model that
estimates efficiency while accounting for sampling noise. In particu-
lar, we extend the conditional efficiency model by correcting for bias
within conditional draws, using the m out of n bootstrap procedure.
With a unique panel dataset, we estimate managerial efficiency (i.e.
accounting for nondiscretionary variables) and explain efficiency dif-
ferentials of adult education programs in Flanders. Our results suggest
that the characteristics of learners in a program matter for managerial
efficiency, and that teacher characteristics are strongly correlated with
efficiency differentials, as more homogeneity in the teacher workforce
appears to result in higher program efficiency.

Incorporating quality considerations in DEA-based
benchmarking of higher education
Margareta Gardijan KedZo, Ozana Nadoveza Jeli¢

It is well known that DEA has been used for estimating and ranking
education on different levels (primary, secondary, tertiary) and across
different units (schools, universities, countries, ...). However, DEA
is a method that generally rewards the greater quantity of the output
and the fewer inputs, which raises some question about the results of
the DEA-based research of education since the education is a specific
area where the quality of the output and the quality of the input matter
more than the quantity itself. Despite that fact, many of the previous
studies overlooked to incorporate the output quality considerations in
their research. Also, the researches should be adjusted for input qual-
ity to avoid potential bias towards low input units within DEA. In our
research, we investigate the use of data envelopment analysis (DEA)
for benchmarking the higher education using multiple criteria and the
possibilities to incorporate quality considerations of education by us-
ing different DEA models and the quality measures/ corrections of in-
puts and outputs. Our sample contains 24 EU countries in the period of
2004-2015. Preliminary results indicate that the outcome of the anal-
ysis can change significantly when quality concerns are included. A
part of the results was published in a paper submitted for the award of
the Prof. Dr. Marijan HanZekovié¢ Prize in 2018.

Non-compensatory Efficiency Measures for a balanced
comparison of European Higher Education institutions
Thyago Nepomuceno, Ana Paula Costa, Cinzia Daraio

Composite indicators are widely adopted measures in Higher Educa-
tion to assess, compare and reward faculty and universities based on
teaching and research outcomes. A rigorous discussion about the de-
velopment of meaningful university rankings or league tables based
on composite indicators implies the deep investigation on the comple-
mentarity and substitutability between some inputs and/or some out-
puts (e.g. teaching vs. research). Such additive compensation some-
times does not represent properly the preference structure of universi-
ties decision makers, leading to cases in which poor quality education,
low student retention, and employability are compensated by higher
research performance, or otherwise. In this work, we study some of
the most adopted methodologies to rank and analyze the efficiency of
European Higher Education Institutions (HEIs) and propose alterna-
tive non-compensatory approach. The results can be used to aid re-
source allocation, identify benchmarks and efficient educational prac-
tices based on a balanced modeling of the educational and research
(academic) production process.

Impact evaluation in a multi-input multi-output set-
ting: Evidence on the effect of additional resources for
schools

Giovanna D’Inverno, Mike Smet, Kristof De Witte

This paper proposes an innovative approach to evaluate the causal im-
pact of a policy change in a multi-input multi-output setting. It com-
bines varied insights from the econometric impact evaluation tech-
niques and the efficiency analysis. In particular, the current paper
accounts for endogeneity issues by introducing a quasi-experimental
setting within a conditional multi-input multi-output efficiency frame-
work and decompose the overall efficiency between ’group-specific’
efficiency (i.e., reflecting internal managerial inefficiency) and ’pro-
gram’ efficiency (i.e., explaining the impact of the policy intervention
on performance). This framework allows the researcher to interpret

the efficiency scores in terms of causality. The practical usefulness of
the methodology is demonstrated through an application to secondary
schools in Flanders, Belgium. By exploiting an exogenous thresh-
old, the paper examines whether additional resources for disadvan-
taged students impact the efficiency of schools. The empirical results
indicate that additional resources do not causally influence efficiency
around the threshold.
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Two-stage Robust Optimization for Non-Linear Combi-
natorial Problems
Jannis Kurtz, Nicolas Kidmmerling

In this talk we study robust two-stage counterparts of non-linear com-
binatorial optimization problems. Our main approach is to linearize the
underlying non-linear problem and afterwards adapt existing results for
linear problems to our setting. We present a Branch & Bound proce-
dure which branches over the first-stage decisions. A lower bound in
each node of the Branch & Bound tree is calculated by an oracle-based
algorithm which iteratively solves the deterministic non-linear prob-
lem. We apply our procedure to the Uncapacitated Single-Allocation
Hub Location Problem with uncertain demands which can be modeled
by a quadratic binary formulation.

The Bulk-Robust Disjoint Paths Problem
Felix Hommelsheim, David Adjiashvili, Moritz Miihlenthaler,
Oliver Schaudt

We consider the following variant of the bulk-robust disjoint paths
problem. We are given a graph and a list of scenarios, each consist-
ing of edges of size at most | that are deleted if the scenario materi-
alizes. The task is to select a minimum-cost subset of edges of the
graph that contains k disjoint s-t paths, no matter which scenario ma-
terializes. Based on the work on the bulk-robust shortest path problem
by Adjiashvili, Stiller and Zenklusen (2015) we present a polynomial-
time logarithmic-factor approximation algorithm for the bulk-robust
disjoint paths problem if k and 1 are constant. We show that in contrast,
the task of making given k disjoint paths robust against the failure of
single edges, admits a polynomial-time algorithm.

How to Secure Matchings Against Edge Failures
Moritz Miihlenthaler, Felix Hommelsheim, Oliver Schaudt

Suppose we are given a bipartite graph that admits a perfect match-
ing and an adversary may delete any edge from the graph with the
intention of destroying all perfect matchings. We consider the task
of adding a minimum cost edge-set to the graph, such that the ad-
versary never wins. We show that this task is equivalent to covering
a digraph with non-trivial strongly connected components at minimal
cost. We provide efficient exact and approximation algorithms for this
task. In particular, for the unit-cost problem, we give a (log n)-factor
approximation algorithm and a polynomial-time algorithm for chordal-
bipartite graphs. Furthermore, we give a fixed parameter algorithm for
the problem parameterized by the treewidth of the input graph. For
general non-negative weights we prove a dichotomy theorem charac-
terizing minor-closed graph classes which allow for a polynomial-time
algorithm. To obtain our results, we exploit a close relation to the clas-
sical Strong Connectivity Augmentation problem as well as directed
Steiner problems.
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Bootstrap Approach to Quantifying Uncertainty of Index
Tracking and Enhanced Indexation
Hakim Mezali

Index tracking and enhanced indexation have become popular meth-
ods of passively managing mutual funds that attempt to mirror and
outperform the index respectively. While a great deal of attention has
been directed towards formulating models, very little effort has been
focused on quantifying the level of uncertainty associated with portfo-
lio selected by these models. In light of index tracking and enhanced
indexation, the quantification of uncertainty is of paramount impor-
tance as this provides investors indication of a degree of risk that can
be expected as a result of holding the selected portfolio over the hold-
ing period. In this paper, a bootstrap approach is employed to quantify
the uncertainty of portfolio selected from regression models.
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Vector-based robust efficiency in uncertain optimiza-
tion
Marcin Studniarski

In our paper "Necessary and sufficient conditions for robust Q-minimal
solutions in uncertain vector optimization" (joint work with A. Micha-
lak and A. Stasiak; partially presented at the previous EURO 2018
Conference) we have introduced a new definition of a vector-based ro-
bust Q-minimal solution of an uncertain vector optimization problem,
proved a characterization of this kind of solution in terms of radial
directional derivatives, and examined some relationships between this
new definition and several existing ones. The aim of this talk is to find
out which results of the previous paper remain in force if the open cone
Q is replaced by a closed convex cone K with nonempty interior.

Density results and geometry of cones
Fernando Garcia Castaiio, Miguel Angel Melguizo Padial

We consider two theorems of Arrow, Barankin and Blackwell’s type,
one due to M. Petschke and another to X. H. Gong. Both results con-
cern the approximation of the Pareto efficient points of compact con-
vex subsets in ordered normed spaces by points that are maximizers of
some strictly positive functional on this set. Later, A. Daniilidis anal-
ysed the geometry of the corresponding order cone and proved that in
ordered Banach spaces the former theorems become equivalent. How-
ever, such an equivalence for noncomplete normed spaces was stated
as an open problem by Gong. In this talk we will state some results
regarding the geometry of the order cone which provide an answer to
such a question.

A Set-Valued Lagrange Theorem based on Processes
for Convex Set-Valued Programming
Miguel Angel Melguizo Padial, Fernando Garcia Castafio

In this talk we present a new set-valued Lagrange theorem for con-
vex set-valued optimization programs with set-valued constraints. The
role traditionally played by linear continuous operators is now carried
out by processes, their set-valued analogues. We introduce the novel
concept of Lagrange process as a natural extension of the classical con-
cept of Lagrange multiplier. This new set-valued multiplier seems to
be particularly appropriate if it has a bounded base or for some proper
efficient points.

4-

Characterizations of weakly efficient solutions of vector
optimization problems
César Gutiérrez

This talk focuses on the so-called weakly efficient solutions of vector
optimization problems with set-valued mappings. Such solutions are
defined via a free disposal domination set with respect to the order-
ing cone of the problem. By considering suitable generalized convex-
ity hypotheses, linear scalarization results and Lagrangian multiplier
rules are provided. These optimality conditions encompass and im-
prove several recent results of the literature, as they work in problems
whose ordering cone has nonempty quasi interior and weaker assump-
tions are required
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Optimal vehicle routing with autonomous devices for
last-mile delivery
Marcos de Melo da Silva, Laurent Alfandari, Ivana Ljubic

In this work we study the Routing-Scheduling Problem (RSP), a rout-
ing problem which uses autonomous devices for last-mile delivery.
The RSP aims at finding an optimal route for a vehicle carrying cus-
tomer parcels from a central depot to selected facilities, from where
autonomous devices like drones or robots are launched to perform
last-mile deliveries. The objective is to minimize a lateness indica-
tor, given customer delivery due dates. In addition, three scheduling
variants are considered: min-max, min-sum and min-num, referring to
minimizing the maximum tardiness, the total tardiness, and the number
of late deliveries, respectively. After providing a formal definition of
the problem for such tardiness objective functions, we investigate their
complexity and devise a (generic) Mixed Integer Programming (MIP)
multi-commodity network flow formulation. To deal with instances
of realistic size, we propose a Benders Decomposition approach that
can be implemented in a generic way for all three problem variants.
Furthermore, we show how Benders cuts can be generated without re-
sorting to linear programming to solve the Benders subproblems, and
use a combinatorial approach instead. Three variants of the proposed
Benders decomposition are implemented and their performance are
analyzed using adapted instances from the literature. Numerical re-
sults show that the Benders approach with the tailored combinatorial
algorithm for generating the Benders cuts outperforms the other ap-
proaches.

Lower and upper bounds for the Non-Linear General-
ized Assignment Problem
Michele Monaci, Claudia D’ Ambrosio, Silvano Martello

Given a set of n items, each with positive profit and weight, and a con-
tainer (knapsack) with a given capacity, the Knapsack Problem (KP)
requires to select a subset of items so that the total weight of the se-
lected items does not exceed the capacity and the total profit of the
selected items is a maximum. One of the most studied generalizations
of the KP is the Generalized Assignment Problem (GAP). In this prob-
lem, there are m heterogeneous knapsacks available for packing the
items, and the profit and weight associated with the packing of a cer-
tain item j into a certain knapsack i depend on both i and j. While the
KP is weakly NP-hard and can be solved efficiently in practice, the
GAP is strongly NP-hard and turns out to be extremely challenging
from a computational viewpoint. We consider a version of the GAP in
which the items can be fractionated among knapsacks, and profits and
weights are described by general non-linear functions. The resulting
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Non-Linear Generalized Assignment Problem (NLGAP) is a contin-
uous optimization problem in which nonlinearities appear both in the
objective function and in (some of) the constraints. We present lower
and upper bound procedures based on (Integer) Linear Programming,
and compare their computational performances with those obtained ap-
plying state-of-the-art non-linear solvers on a natural formulation of
the problem.

Genetic Algorithm to solve Solid Assignment Problem
Mohamed Mehbali, Abdellah Salhi, Dhia Kadhem

In this paper, we examine the 3-dimensional assignment problem also
called Solid Assignment Problem (SAP), which is an extended version
of the well-known classic 2-dimensional assignment problem. SAP
consists of allocating n jobs to n machines in n factories, such that ex-
actly one job is assigned to one machine in one factory, the objective
being to minimise the total cost of such allocation. SAP is a combi-
natorial optimisation problem with a wide range of applications, as it
has been the object of numerous research endeavours. The problem
is known to be NP-hard; due to its inextricable nature, the largest in-
stance of SAP solved to date with an exact method is only of size n =
26. A heuristic based on the Genetic Algorithm (GA) is designed to
approximately solve SAP, to obtain an initial feasible solution we pro-
pose two methods namely a random permuted number function and the
Hungarian method. Experimental results obtained with an implemen-
tation of our approach are reported. These results are compared with
those obtained by Branch-and-Bound (B&B) on medium to large SAP
instances and show that our approach returns similar or better solutions
in a competitive time.

Key words: Solid assignment problem, genetic algorithm, branch-and-
bound method and Hungarian method.
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A quantitative model for describing road accident risk
along a road network
Shane van Heerden, Jan van Vuuren, Sara S Grobbelaar

According to the World Health Organisation, road accidents account
for approximately 1.25 million deaths annually, making them the
eighth leading cause of death worldwide. With the enormous losses
to society resulting from road accidents, their prevention and severity
reduction have been an active area of research focus for many decades.
One such research approach focusses on developing descriptive models
for describing the road safety situation based on historically recorded
road accident and exposure data.

In this presentation, a descriptive modelling approach is proposed
which attempts to quantitatively describe the risk experienced along
a road network, where risk, in this context, is modelled as a bivariate
function of the likelihood and consequence of being involved in a road
accident. The prospect is that such a formulation may serve as a novel
routing objective which attempts to minimise the total risk of experi-
encing a road accident when travelling on a given road network. The
proposed modelling approach is applied to a real-world case study so
as to demonstrate its intended functionality in a real-life setting.

A mathematical description of the relationship between
power possessed and gain expected
Ryan Reed, Jan van Vuuren

The mysteries surrounding the dynamics that govern the mechanisms
of human interaction have often dominated the pursuit of scientific en-
quiry throughout history. The fact that this pursuit remains indefinite
suggests that either its methods are failing, or that the phenomenon be-
ing studied is intractably complex. In view of the delineated history
of this pursuit, the former reason for its continuation is rejected. Ac-
cordingly, the work covered in this presentation represents an attempt
to further the general understanding of competitive human interaction
by employing the unique utility of mathematical modelling, first to de-
scribe and then to explore the dynamics that govern the interaction of
competing entities during the prototypical process that surrounds the
formulation of real-world problems. More specifically, the interaction
of competing entities is investigated through the lens of the relation-
ship between the notions of power possessed and gain expected, in the
context of real-world systems that exhibit the following property: The
entities contained therein are forced to coexist despite pursuing con-
flicting objectives.

A hyperheuristic approach towards the training of arti-
ficial neural networks
Stephan Nel, Jan van Vuuren

Conventionally, gradient based approaches are employed to train arti-
ficial neural networks. A limitation is, however, imposed on the level
of abstraction at which optimisation can transpire. A metaheuristic
optimisation approach, on the other hand, circumvents this limitation,
allowing the network weights, structure, and activation functions to be
optimised concurrently. A challenge to all optimisation approaches,
however, relates to the decision of which algorithm to employ for this
purpose. Fortunately, the relatively new and promising field of hyper-
heuristics provides a means to circumvent this challenge — a hyper-
heuristic is essentially a heuristic that chooses heuristics. In this study,
a multi-algorithm, genetically adaptive multi-objective (AMALGAM)
hyperheuristic approach is adopted towards the concurrent training of
feedforward neural networks in respect of their weights, structure, and
activation functions — an unaddressed matter in the literature. To this
end, a bi-objective hyperheuristic training algorithm is employed, in
which the main objective represents a novel performance measure that
incorporates both mean absolute error and the well-known F1 score,
while a secondary so-called helper objective helps guide the search
process. The proposed hyperheuristic comprises three evolutionary al-
gorithms together with a powerful variant of gradient descent. The
efficacy of the proposed solution methodology is evaluated in respect
of a test suite of diverse data

On Tomographic Particle Tracking
Andreas Alpers

The task in tomographic particle tracking is to reconstruct the paths
of a set of points over time, where, at each of a finite set of moments
in time the current positions of the points in space is only accessible
through a small number of tomographic measurements (i.e., through
their projections counted with multiplicity along some lines).

In this talk we focus on combinatorial models. In these models the po-
sitions of the particles in the next time step are assumed to be known
approximatively in the sense that the candidate positions are confined
to certain windows, which are finite subsets of positions.

It turns out that the computational complexity of the reconstruction
task, which can always be formulated as a discrete optimization prob-
lem, depends strongly on the type of windows employed in the model.

This is joint work with Peter Gritzmann (TU Muenchen).
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Divergences and related optimization problems on sym-
metric cones
Sangho Kum

The motivation of this work is basically concerned with optimization
methods for the L2-Wasserstein least squares problem of Gaussian
measures (alternatively the n-coupling problem). Based on its equiv-
alent form on the convex cone of positive definite matrices and the
strict convexity of the variance function, an implementable (acceler-
ated) gradient method for finding the unique minimizer is already pre-
sented by Kum and Yun. On the other hand, the notion of fidelity plays
an important role in quantum information theory and quantum compu-
tation. It has a deep connections with quantum entanglement, quantum
chaos, and quantum transitions. It also occurs in the context of the
Wasserstein distance (or the Bures distance). Recently, a parametrized
version of fidelity has been studied. It is called the sandwiched quasi-
relative entropy. In this talk, a divergence concerned with the sand-
wiched entropy and its related optimization problems are discussed in
the general symmetric cone setting. In particular, an explicit formula
for the the L2-Wasserstein barycenter is provided on symmetric cones.

Multipolar Hardy inequalities on Riemannian manifolds
Csaba Farkas, Francesca Faraci, Alexandru Kristaly

In this talk, we prove multipolar Hardy inequalities on complete Rie-
mannian manifolds, providing various curved counterparts of some Eu-
clidean multipolar inequalities due to Cazacu and Zuazua [Improved
multipolar Hardy inequalities, 2013]. We will notice also that our
inequalities deeply depend on the curvature, providing (quantitative)
information about the deflection from the flat case. By using these in-
equalities together with variational methods and group-theoretical ar-
guments, we also establish non-existence, existence and multiplicity
results for certain Schrodinger-type problems involving the Laplace-
Beltrami operator and bipolar potentials on Cartan-Hadamard mani-
folds and on the open upper hemisphere, respectively.

Stochastic linear complementarity problems on ex-
tended second order cones
Lianghai Xiao, Sdndor Zoltin Németh

This paper is based on our research about the linear complementar-
ity problem on extended second order cones. We reformulate the lin-
ear complementarity problem on extended second order cones into a
stochastic version. Since it involves uncertainty, it becomes impracti-
cal to find a solution for the stochastic linear complementarity problem
on an extended second order cone. The existence of the random vector
will generate too many complementarity constraints. Hence, it is plau-
sible to use probability models to make the solution of this problem
attainable. In addition, concession has been made between the solv-
ability of the problem and the complementarity constraints. We use
CVaR method to measure the loss of complementarity and construct
a new model based on it. In addition, algorithms are given for solv-
ing the stochastic linear complementarity problem on extended second
order cones.

Equality in Riemannian geometric inequalities via opti-
mal mass transportation
Alexandru Kristaly, Zoltan Balogh

By using optimal mass transportation and a quantitative Holder in-
equality we provide estimates for the Borell-Brascamp-Lieb deficit
on complete Riemannian manifolds. Accordingly, equality cases in
Borell-Brascamp-Lieb inequalities (including Brunn-Minkowski and
Prékopa-Leindler inequalities) are characterized in terms of the op-
timal transport map between suitable marginal probability measures.
These results provide several qualitative applications both in the flat
and non-flat frameworks. In particular, a precise characterization
is provided for the equality in the Lott-Sturm-Villani-type distorted
Brunn-Minkowski inequality on Riemannian manifolds with Ricci cur-
vature bounded from below. The talk is based on the paper by Z.M.
Balogh and A. Kristaly, Equality in Borell-Brascamp-Lieb inequalities
on curved spaces. Adv. Math. 339 (2018), 453-494.
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A hybrid model based matheuristic for an arc routing
application
Leonor S.Pinto, Jodo Janela, Candida Mourao

This work focuses on a household waste collection system in the Por-
tuguese municipality of Seixal modelled by a Mixed Capacitated Arc
Routing Problem (MCARP). The solving methodology uses a GIS
(Geographic Information System), available at the municipality, for the
input/output, and a two-phase heuristic developed for this case study.
During the first phase, called sectoring, the links demanding for service
(tasks) are assigned to sectors, one per vehicle, while in the second
phase, named routing, the vehicle trips are designed. Different stop-
ping criteria in the first phase demand for different methods in the sec-
ond phase. In a first approach all tasks are assigned to only one sector
and thus, in the second phase, each trip is generated through an adapted
flow model. In a second approach, some tasks are not assigned dur-
ing the first phase, and so, the remaining tasks are assigned to sectors
within the trips design through a matheuristic involving a new hybrid
flow model. The quality of the generated solutions is accessed through
the total time, and through some attractiveness measures that aim to
evaluate their fitness to the real case study, a crucial aspect for routes
that need to be accepted by practitioners. A new attractiveness mea-
sure, named as Weighted Hull Overlap (WHO), is also proposed. This
measure is able to mix the overlapping of routes with the placement
of tasks relatively to their ideal boundaries. Computational results on
Seixal instances will be reported.

Kernel search for the inventory routing problem
M. Grazia Speranza

The Kernel Search (KS) is a general and simple heuristic framework
for the solution of Mixed Integer Linear Programming (MILP) prob-
lems. The basic idea of the KS is to solve a sequence of MILP sub-
problems, each restricted to a subset of variables. The KS has been
applied to a variety of specific MILP problems and to a generic MILP
problem. When the continuous relaxation of the MILP problem is
meaningful, the relaxation is used to identify the initial kernel, that is
a set of variables that contains most of the variables that will take non-
zero value in the optimal solution of the original MILP. The remaining
variables are organized in so called buckets. Each MILP sub-problem
is restricted to the current kernel, that is updated at each iteration, and
a bucket. It is well known that the continuous relaxation of the MILP
formulation for vehicle routing problems (VRPs) is not meaningful. In
this talk we present the first KS heuristic applied to a VRP, namely the
inventory routing problem (IRP). The heuristic builds the initial kernel
and the buckets using the output of a tabu search heuristic. Compu-
tational experiments on benchmark instances show that the KS beats
previous heuristics for the solution of the IRP.

Modelling and solving a truck scheduling and tranship-
ment problem in a cross-docking terminal
Marcello Sammarra, M. Flavia Monaco

In this talk, we address a truck scheduling problem in a cross-docking
terminal, where products arriving by inbound trucks, are arranged with
respect to retailers’ requirements and directly loaded into the out-
bound trucks, without being stored inside the terminal. We assume
that two docking gates are available, one for the unloading and the
other for loading operations, and that the amount of products to be
transferred from the inbound to the outbound trucks are known. The
objective is to minimize the overall completion time of the operations
(makespan). For this basic problem, we propose a new Mixed Inte-
ger Linear Programming formulation and a Lagrangian relaxation ap-
proach. We show that the Lagrangian relaxed problem decomposes in
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three structured combinatorial sub-problems, concerning, respectively,
the scheduling of trucks at the inbound and outbound gates, and the
transhipment flow among the trucks. We propose effective solution al-
gorithms for all the subproblems. These algorithms are enclosed within
a multiplier adjustment scheme, equipped with a repairing heuristic
aimed at computing feasible solutions for the original problem, start-
ing from the solutions of the relaxed problem. Therefore, the resulting
procedure is able to compute both lower bounds of increasing value
and many feasible solutions, among which to choose the best one. Fi-
nally, we discuss some preliminary numerical results.
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Staffing in Multi-Stage Call Centers with Overflow
Marc-Philip Piehl, Michael Manitz

Ensuring customer satisfaction is one of the main objects of a call
center. We focus on the question how many agents are necessary to
hold a service-level threshold and to reduce the expected waiting time.
We consider a multi-stage call center which consists of a front office
and a back office, impatient customers, and an overflow mechanism.
Based on performance evaluation of such a system via a continuous-
time Markov chain, an optimal configuration of agents is found by full
enumeration. As an alternative we focus on structural insights, e.g.
convexity conditions for designing gradient-based approaches for op-
timization, for reducing computation times.

Improving warehouse responsiveness by job priority
management
Thai Young Kim

Warehouses employ order cut-off times to ensure sufficient time for
fulfilment. To satisfy increasing consumer’s expectations for higher
order responsiveness, warehouses competitively postpone these cut-
off times upholding the same pick-up time. This paper, therefore,
aims to schedule jobs more efficiently to meet compressed response
times. Secondly, this paper provides a data-driven decision-making
methodology to guarantee the right implementation by the practition-
ers. Priority-based job scheduling using flow-shop models has been
used mainly for manufacturing systems but can be ingeniously applied
for warehouse job scheduling to accommodate tighter cut-off times. To
assist warehouse managers in decision making for the practical value
of these models, this study presents a computer simulation approach to
decide which priority rule performs best under which circumstances.
The application of stochastic simulation models for uncertain real-life
operational environments contributes to the previous literature on de-
terministic models for theoretical environments. The performance of
each rule is evaluated in terms of a joint cost criterion that integrates
the objectives of low earliness, low tardiness,low labour idleness, and
low work-in-process stocks. The simulation outcomes provide several
findings about the strategic views for improving responsiveness. This
study closes the existent gap regarding data-driven decision making
methodology for practitioners of supply chains.

A real options approach for joint overhaul and replace-
ment strategies with mean reverting prices
Maximiliano Cubillos

Due to its significant impact on economic performance, an effective
equipment overhaul and replacement strategy is a key aspect of physi-
cal asset management in capital intensive industries, such as the mining

industry. Classical approaches suggest periodic interventions based on
the physical condition of the equipment, considering factors such as
availability and operational costs. These fixed models generally ignore
two important aspects: first, the flexibility of the decision to overhaul
or replace, which may be re-evaluated within a given period, and sec-
ond, the uncertainty around economic factors that may affect future
maintenance decisions, such as the product price. This work improves
on classical models by considering the effect of integrated price un-
certainty in the definition of joint overhaul and replacement strategy,
using a real options approach and a mean reversion binomial model to
represent the uncertainty in price. More specifically, we develop a real
options model and use a stochastic optimization algorithm to deter-
mine an optimal intervention policy that maximizes expected profits.
Results show that the option-based decision model economically out-
performs the classical periodic strategy approach from with net present
value increments ranging from 36.8 to 8.6%, according to the number
of periods in the maintenance cycle, offering evidence that a new ap-
proach to equipment overhaul and replacement strategy is needed.

A bidimensional Markovian Arrival Process for mod-
elling failures in trains.
Rosa Elvira Lillo Rodriguez

Based on failures data in a two-dimensional context, this paper
presents an extension to the two-dimensional case of the Markovian
Arrival Process (MAP). The new process maintains the marginal prop-
erties of a MAP but also allows dependence between the two inter-
events sequences. The generalization is based on the use of the
Marshall-Olkin exponential distribution. Using the Bayesian algorithm
ABC, we show an estimation method that presents very good results
for simulated data and for the real problem based on failures of a public
transport company.
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Measurement of Spatial Quality in Public and Public Re-
lations by Weighted Quality Measures: Case Study in
Istanbul

Melisa Caliskan, Ebru Erdénmez Dincer, Sureyya
Ozogur-Akyuz

Public spaces are one of the main areas of urban life. The main fea-
ture of these areas is the areas that urbanize the people of the city.
In this context, public spaces are among the most important areas in
which urban citizens share and share their cultural backgrounds with
all the users, and at the same time they learn the definition of the city
and the formation of the city’s original image.In this study, it is tried to
reveal the relationship between public space and social structure by ex-
amining how public spaces are shaped and how they lead their lives to
Eminonii-Beyazit region.In order to examine the spatial quality of pub-
lic spaces subject to study, Beyazit square and its surroundings were
chosen as one of the historical, cultural and commercial centers of Is-
tanbul.In the study, it is aimed to analyze the spatial quality within the
region to provide a report for this area for a better service by using sta-
tistical learning approaches. We used factor analysis to understand the
important features of the quality assessment and employed the regres-
sion analysis to analyze those features for further forecasting.
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2 - Ensemble Feature Selection for Sentiment and Seman-
tic Analysis
Ceylan Demir, Sureyya Ozogur-Akyuz, 1zzet Goksel

Text mining, also mentioned as text data mining, is the operation of
deriving high-quality and useful information from text data. In other
words, text mining aims to obtain structured data through text by us-
ing feature extraction, classification of texts, sentimental analysis, text
summarization. In this study, a novel algorithm is developed for text
mining which uses ensemble of feature selection methods and then
selects the best feature selection methods based on an optimization
framework developed in our previous study for ensemble classifica-
tion. It aggregates the results of the best feature selection methods by
simple voting strategy. We tested our ensemble feature selection algo-
rithm on text mining data sets from Kaggle database and compared the
performance measures with the benchmark ensemble selection meth-
ods in the literature.

3 - Non-Asymptotic Uncertainty Bounds for Kernel Esti-
mates
Baldzs Csdji, Ambrus Tamds, Krisztidn Kis

Kernel methods are widely used in several fields, including machine
learning, system identification and statistics, typically for classifica-
tion, regression and density estimation problems. These methods
have strong connections to convex optimization as the kernelization
of known algorithms is often done through the Wolfe dual of their as-
sociated (primal) convex programs. The obtained solutions are usu-
ally uncertain, since they depend on randomly sampled observations
(constraints). A natural question which arises is that how much can
we trust these kernel estimates? Bounding the uncertainty of the so-
lutions is fundamental, for example, for risk management and robust
optimization. In this talk, we present a general data-driven framework
to build distribution-free confidence regions for kernel estimates with
strong non-asymptotic guarantees. Our construction builds on recent
developments in finite-sample system identification and it is based on
rank tests related to perturbed datasets. We argue that we can rig-
orously bound the uncertainty of several kernel-based regression and
classification methods, assuming we know some mild regularity about
the underlying probability distributions, for example, the measurement
noises are either symmetric about zero or exchangeable. The approach
is demonstrated on arch-typical kernel methods, such as support vec-
tor classification and regression, kernel ridge regression and kernelized
LASSO (least absolute shrinkage and selection operator).

4 - Data Driven Inventory Control Based on Stochastic Op-
timization Theory
Ruud Teunter

Traditional inventory models assume that the demand process is given,
whereas “only’ historic data is available in practice. In this presenta-
tion, I use results from stochastic optimization to develop data driven
approaches that base inventory decisions directly on the historical ob-
servations of demand and related variables, instead of specifying and
forecasting demand and then applying traditional inventory models. I
do so for the a single-item newsvendor model with a service level re-
striction, but these methods can be extended to other inventory models.
I propose and compare several methods, based on different results from
the field of stochastic optimization. More generally, I also discuss the
opportunities and pitfalls of such data mining approaches to inventory
control.
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1- Challenges to Knowledge Operationalization. Example
of Chemical Engineering Knowledge within Metal Com-
panies
Rebecca Cason, Vitaliy Smirnov, Kevin Burt

Many metal companies are hit with the wave of retirements among
the metallurgists and face the problem to retain the chemical engineer-
ing knowledge of their metallurgical processes to ensure stable oper-
ations. Typical approach for the metal companies to tackle this prob-
lem is to implement the explicit & implicit knowledge management.
However, such approach deals with the consequences of the problem
and not with its root cause. Our experience of working with metal
companies shows that the root cause is a lack of clarity about what
chemical engineering knowledge actually is in the operational context
(chemical process design, chemical process control, chemical process
performance analysis, chemical process optimization, chemical pro-
cess quality assurance) and, subsequently, its poor operationalization
(policies, procedures, standards, guidelines, instructions). Thus, if the
metal companies are unclear about the taxonomy of the chemical en-
gineering knowledge, they struggle to design effective chemical en-
gineering training programmes and fail to ensure the bench strength
capable of performing and improving the chemical engineering of the
metallurgical processes on an ongoing basis. Consequently, the chem-
ical engineering knowledge operationalization is, frequently, a result
of self-learning and trial & error experiences of an individual metallur-
gist.

2 - Effect Delay of Investments for Growth in Knowledge-
Intensive Organizations: An Empirical Study of Infor-
mation Business
A. D. Amar, Januj Juneja

Not knowing when investments made for the purpose of revenue
growth will have their intended effect can hamper management’s abil-
ity to plan. We study this delay in effect for information business sector
by considering association between the investments, revenue growth,
and the firm’s performance. We do this for annual investments made
in R&D, capital expenditure, selling, general and administrative ex-
penses, and property, plant and equipment. By studying four industries
in this sector, classified by their SIC codes, we arrive at quantitative
variables measuring this effect delay, industry-by-industry and the sec-
tor as a whole. Our results are drawn from 88 companies in Computer
Programming, Data Processing and Other Computer Related Services
sector. In addition to the results on revenue growth, we study effect de-
lay of investments on performance measures of the firm, including cost
of sales, earnings before interest and taxes, gross profit, profit margin,
cash flow, and times interest earned. We draw inference by formulating
hypotheses relating growth strategies using 2,314 cases of decisions
covering 39 years, 1980 to 2018, the period that includes many eco-
nomic cycles. Our results on effect delay show knowledge-intensive
organizations how to map their investment decisions for growth. We
also find that even though the firms may belong to the same business,
effect delay could be different by industry. We give future research
directions to expand the learning on growth.

3 - Unlearning: The Invisible Tool for Knowledge Manage-
ment
Jon Zaidi, Bridget Cameron

Interest in organizational unlearning has rapidly increased as schol-
ars have identified its important links with an organization’s knowl-
edge management (KM) and other adaptive capacities (organizational
learning and innovation for example). Most research papers provide
descriptively rich accounts of unlearning as a "process" but do not sat-
isfy the fundamentals of processual research. Processual research is a
specific method of empirical inquiry, which is deeply interested in un-
derstanding how an organizational phenomenon (such as unlearning)
unfolds and its temporal dynamics. More work is needed to conceptu-
alize unlearning not as a static state or variance, but as a process that
unfolds dynamically in time. Part of this work is to understand how un-
learning interacts with an organization’s KM system. Comprehending
how organizations come to identify and subsequently "unlearn" obso-
lete or misleading knowledge during times of business transformation
is a significant gap in business research. This presentation reports on
the findings of empirical research undertaken in 2017 at two case sites
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in Kazakhstan. The study sought to examine the process dimensions
of how large corporations with Soviet imprints implement unlearning
as an organizational intervention and strategy to support change. The
presentation will share the emerging findings of the study and reflect
on the ways in which unlearning was found to support or interact with
knowledge management processes.
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Revenue sharing contracts for overcoming trade-offs
when establishing circular supply chains
Gerald Reiner, Stefan Gold, Tanja Olip, Boualem Rabta

Establishing circularity in supply chains is often believed to hamper
financial and economic business targets. Current developments have
underlined those kinds of trade-offs in various industries. For example,
smartphone manufacturers are facing related challenges of decreased
sales and revenues as customers start keeping their devices longer.
Against this background, the main research objective is to investigate
incentives across supply chain partners to overcome such trade-offs in
order to accelerate the transformation to circular supply chains. For
this end, we consider different business models for sustainability as
well as business models for circular supply chains. They are evalu-
ated under consideration of value creation capacity, captured value,
customer value proposition and environmental value proposition. In-
spired by real supply chains we develop a dynamic multistage supply
chain model that addresses different usage times (discard rates) like in
the mobile phone industry or automotive industry. We investigate how
supply chain contract design helps overcoming related trade-offs and
thus eliminating obstacles for the implementation of circular supply
chains. This research focuses on revenue sharing contracts to create
a win-win setting for manufacturers, service providers (retailers, car-
riers etc.) and consumers to overcompensate potential drawbacks of
closing product and material flows, as by repair, reuse, redistribution,
refurbishment and remanufacture.

Analysis of incentives in reverse supply chains with
asymmetric information
Patricia Rogetzer, Stefan Minner

The increase in innovation and consumption in the electronics indus-
try and companies expanding their e-commerce operations lead to in-
creased amounts of waste. This is in particular true for short life-cycle
electric and electronic equipment, such as mobile phones or computers.
The idea of reusing the resources from waste streams has led to redefin-
ing supply chains based on the circular economy concept and requires
proper waste management. A principal of such a community or mu-
nicipality assigns the task of collecting waste to agents, i.e. companies
of the waste disposal industry, based on contracts. An example is the
German dual system of waste collection. German manufacturers are by
law required to take care of the recycling or disposal of their packag-
ing material. The industry therefore set up a system of waste collection
that enables packaging from end-consumers to be picked up in parallel
to the existing municipal waste-collection systems, for which manu-
facturers have to pay a fee (depending on the weight of the returned
material). As there is uncertainty involved in the amount of returns
and timing, asymmetric information between principal and agents ex-
ists. In this research, we analyze by means of a principal-agent model
how incentive systems in contracts would have to be structured and
how transfer pricing should be used. Managerial insights should help
to find the right incentives for the disposal industry to deal with reverse
logistics issues.
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A production lot sizing model in a circular economy
Boualem Rabta

Circular economy is presented as an alternative to the current linear
economic model with the ambition of contributing to the economic
growth in addition to having a positive impact on the environment.
Companies see opportunities in circular economy business models. It
allows the capture of additional values from products and materials
that are currently discarded as waste. However, challenges to shift
their businesses and products into circular practices still exist. In this
work, we investigate the impacts of circular economy product labeling
and its use in decision support. In particular, we build a production
lot sizing mathematical model taking into account the circularity level
of the product and we solve it analytically to determine the optimal
parameters. The results illustrate the use of circularity indicators and
demonstrate that making circular products can be justified financially
from the company’s point of view.

Traffic Disruption Influence to Food Quality: The Case
of Last-mile Logistics

Valentas Gruzauskas, Edita GimZauskiené, Andrius
Kriscitinas

Growing food demand, tendency for organic food and e-commerce
business model adaptation requires new food supply chain manage-
ment approaches. Current food supply chain approaches are ineffec-
tive and wastes 30% of the world produced food. The increasing com-
plexity and dynamic environment is even more negatively affecting the
performance of the food supply chains. The goal of this paper is to de-
termine the influence of traffic disruption to food quality in e-groceries.
In order to achieve this goal, an agent-based model of last-mile de-
liveries was developed. The model simulates traffic flow and traffic
accidents as disruptions in the system, while measuring food quality
of the network. The simulation compares traditional trucks with au-
tonomous trucks in 16 scenarios of last-mile deliveries. The proposed
approach promotes information sharing between supply chain mem-
bers and implementation of cyber-physical systems for tactical and op-
erational level automation, while controlling the strategic level deci-
sions by managers. The usage of autonomous vehicles in the last-mile
delivery processes allows developing a self-organizing system, which
would adapt to disruptions and would improve food quality levels.
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Convex optimisation on quantum computers
Jakub Marecek, Cunlu Zhou

Convex optimisation is a workhorse of operations research. While ap-
proximable to any fixed precision in time polynomial in dimensions
of the instance on a classical computer, a speed-up is still desirable
in many applications. There has hence been much interest in algo-
rithms for quantum computers, which offer a substantial speed-up in
some cases. In other cases, there are lower bounds, which show that
very little quantum speed-up is possible. We survey the recent results
and present a new class of algorithms for semidefinite programming
on quantum computers. We showcase their practical performance.
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2 - A VQE-based solution approach for applications in mo-
bility services
Claudio Gambella, Andrea Simonetto

Abstract: Ridesharing and mobility services are facing an enormous
momentum in terms of distribution and usage. Several optimization
problems need to be solved to limit the growth of congestion levels
and ensure a cost-efficient allocation of trip requests to vehicles. In
this context, routing problems are tackled in real-time implementation,
while often sacrificing the search for optimality or large-scale scenar-
ios. Quantum computing may emerge as a potentially appealing al-
ternative to classical computing, in variety of areas, including solving
some classes of mathematical optimization problems. One recent near-
term application of quantum computers for solving optimization prob-
lems is the Variational Quantum Eigensolver (VQE), a hybrid quan-
tum/classical approach. This work proposes some attempts to broaden
the applicability of VQE to certain classes of optimization problems.
This could enable to exploit the potential of quantum computing to the
routing problems arising in mobility applications. The numerical re-
sults are conducted via noise-free classical simulation of the quantum
circuits implemented in Qiskit.

3 - Quantum Credit Risk Analysis
Stefan Woerner, Daniel Egger, Ricardo Garcia Gutiérrez,
Jordi Cahué Mestre, Santiago Murillo Pavas, Joan Francesc
Vidal Villalén

We present and analyze a quantum algorithm to estimate credit risk
more efficiently than Monte Carlo simulations can do on classical com-
puters. More precisely, we estimate the economic capital requirement,
i.e. the difference between the Value at Risk and the expected value
of a given loss distribution. The economic capital requirement is an
important risk metric because it summarizes the amount of capital re-
quired to remain solvent at a given confidence. We implement this
problem for a realistic loss distribution and analyze its scaling to a re-
alistic problem size. In particular, we provide estimates of the total
number of required qubits, the expected circuit depth, and how this
translates into an expected run time under reasonable assumptions on
future quantum hardware.

4 - Prediction-Optimization Methods for Process Industries
Pavankumar Murali

With the advent of Industry 4.0 and the vast amount of sensor data gen-
erated in manufacturing and process industries, there is an opportunity
to produce Al-driven advisory support for plant managers. However,
current industry practices include very limited use to such techniques
to devise an optimal time-indexed operational plans. For instance, pro-
cess industries typically resort to first-principles or a process simulator
to represent behavior of various unit processes within a plant. In our
work, we rely on a well-trained data-driven model to represent plant
behavior. Using historical time-series data for model training, offers
higher model fidelity and better predictive power under varying oper-
ational conditions. Operational plans need to be dynamic to chang-
ing operational conditions, and managerial and economical priorities,
thereby requiring the ability to capture run-time behavior of each pro-
cess and alter any set-point controls as needed. We present a novel
solution based on the use of machine learning to learn process rela-
tionships from sensor data. We couple the resulting data-driven mod-
els with optimization techniques to develop a site-wide optimization
advisor. We illustrate the application and effectiveness of the proposed
framework with a case study based on oil sands processing industry.
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Multi-Objective Unrelated Parallel Machine Scheduling
to Minimize Total Tardiness and Energy Cost
Sohnke Maecker, Liji Shen

The energy cost aspect in machine scheduling is gaining growing at-
tention due to its high relevance especially in energy-intensive manu-
facturing industries. For large businesses in countries with developed
energy markets, the cost of electricity, often, is not driven solely by the
amount consumed, but also by the time at which it is used. In the pric-
ing schemes known as time-of-use (TOU), companies pay in advance
for electricity at a centralized energy market. Therefore, immense
cost savings can be realized by considering this aspect in production
scheduling decisions. In our study, we aim at integrating electricity
costs in the classical time-based criteria. To be precise, we consider an
unrelated parallel machine scheduling problem, where the objectives
are to minimize the total tardiness of jobs as well as the total energy
cost (TEC) of the schedule. Since machines are assumed to be het-
erogeneous, the problem also includes different energy consumption
rates of machines. The TEC is then calculated based on a TOU pric-
ing scheme. For this NP-hard problem, we formulate a multi-objective
mixed integer linear program which is tested on a set of randomly gen-
erated instances. Furthermore, to obtain an optimal Pareto Front for
small-scaled instances, we apply an augmented e-constraint method to
show the trade-off between the two objectives.

Exact and Heuristic Approaches for Parallel Machine
Scheduling with Machine-dependent Delivery Times
Liji Shen, Lars Moench

In this talk, we consider a parallel machine scheduling problem where
machine-dependent delivery times exist for each job. Such problems
arise in distributed manufacturing. Each job has a weight that repre-
sents the importance of the job. The service time of a job is defined
as the time that is needed to deliver the job to the customer. We are
interested in minimizing the total weighted service time. We start by
presenting a Mixed Integer Linear Programming (MILP) formulation
for this problem. We then analyze several special cases. We propose a
genetic algorithm (GA) and a greedy randomized adaptive search pro-
cedure (GRASP) for the general case that is NP-hard. Computational
experiments based on randomly generated problem instances demon-
strate that the GRASP outperforms the GA with respect to solution
quality and computing time.

A MIP-formulation for integrated production and out-
bound distribution scheduling with site selection
Udo Buscher, Eduardo Alberto Alarcon Gerbier

In order to meet customers’ demands for ever shorter delivery times,
two main approaches are pursued. On the one hand, there is the pos-
sibility of following the distributed manufacturing concept and orga-
nizing production more decentralized. The aim is to relocate the pro-
duction sites close to demand in order to reduce transport times and
costs. On the other hand, there are attempts at a more operational level,
to integrate production scheduling and distribution planning in order
to deliver products on time at the lowest possible cost. As a result,
the products are often delivered directly after production without stock
keeping. In the literature, this problem is referred to as the integrated
production and outbound scheduling problem. The location routing
problem is an approach that considers location issues together with
distribution planning. However, production scheduling is completely
neglected. This paper tries to address this research gap by bringing
both problems together. First, a mixed-integer programming model is
set up, implemented in CPLEX and illustrated with a numerical exam-
ple. The model is subsequently extended by several planning periods,
including the consideration of relocation costs.
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A MIP model for Hybrid Flowshop Scheduling with Tool-
ing Constraints
Janis Sebastian Neufeld

Resource constraints are relevant for many practical scheduling prob-
lems and have been widely investigated in literature, in particular for
single-stage systems and job shop environments. We discuss a multi-
objective hybrid flowshop scheduling problem that integrates a new
type of resource constraint regarding a limited availability of tools.
Its main characteristics are that specific tools are necessary for certain
tasks and after a defined useful life each tool has to be renewed. These
maintenance and repair processes lead to additional costs, which are
integrated into the objective function. Besides, total flow time is mini-
mized. We propose a mixed integer linear programming model (MILP)
for the considered problem. The MILP is solved for several test in-
stances using CPLEX. Furthermore, epsilon method is applied to gain
pareto optimal solutions and analyze the structure of the problem.
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Omni-channel Grocery Retailing: An Approach for
Multi-Depot Order Fulfillment
Alexander Hiibner, Christian Dethlefs, Manuel Ostermeier

Establishing functioning omni-channel environments is one of the
main retail challenges today. Due to the competition through online
retailing, a mere focus on offline sales is not competitive anymore. Tra-
ditional retailers own a wide network of stores and distribution centers
(DCs) but struggle when merging offline and online operations. Ad-
vantages and disadvantages of existing offline depots need to be com-
bined wisely. While picking orders is more efficient in DCs, trans-
portation costs are lower and customer service levels are higher for
local stores in close customer proximity. Further, each depot offers dif-
ferent delivery options due to heterogeneous vehicle fleets and product
availability. This trade-off between depot types constitutes an essential
decision for efficient order fulfillment concepts. We present a variant
of the multi-depot vehicle routing problem (MDVRP) to address this
problem for the order fulfillment in grocery distribution. We identify
decision relevant costs for the order processing in each depot type and
enable a realistic evaluation of overall fulfillment costs. The presented
MDVRP simultaneously considers the order assignment to heteroge-
neous depots and the vehicle routing for each depot. Both subproblems
are highly interrelated as order assignment decisions directly affect the
routing. We therefore develop a tailored, integrated solution approach.

Order Fulfillment Policies for Ship-from-Store Imple-
mentation in Omni-Channel Retailing
Bahriye Cesaret, Armagan Bayram

Omni-channel retailing is a fully integrated approach that allows cus-
tomers to purchase products from anywhere and return them anywhere
and allows retailers to fulfill orders from anywhere, thus offering cus-
tomers more flexibility and a unified shopping experience. Omni-
channel retailing unlocks tremendous opportunities for a retailer to
leverage its store network to support its online sales. One of these
opportunities is ship-from-store which allows a retailer to fulfill online
orders by using inventory from a nearby brick-and-mortar store.

In this study, we consider a retailer having both online and store op-
erations, with each channel carrying its own inventory. Store orders
are fulfilled from store inventories, whereas an online order can be
shipped either from an online fulfillment center or from any other store

location that maximizes the retailer’s overall profit. Our study inves-
tigates dynamic fulfillment decisions: from which location to fulfill
an online order when it arrives. We incorporate the uncertainty both
in demand and in the cost of shipment to individual customers. We
develop a stochastic dynamic framework and characterize the optimal
cross-channel fulfillment policy.

3 - Customer behavior under risk: evidences from online

grocery retail

Pedro Amorim, Catarina Pinto

Lack of picking control and delivery errors are factors that increase
customers’ perceived risk in online grocery shopping (Hansen, T.
(2006), Ramus, K et al (2005)). Due to high failure rates, customers
commonly receive orders that differ from their purchases. Based on
Prospect Theory, the "playing safe effect” and other decision-making
under risk theories, we model the impact of this failure-related risk
on customers’ spending. We show that prior and recent failures affect
spending negatively, with an emphasis on recent failures (up to 40%
decrease). We further note that habit makes customer less sensible to
failure-related risk. Our findings are in scope with other scenarios of
decision-making under risk, such as horse betting and online gambling.

4 - The impact of stockouts on customer churn in online
grocery retail
Gongalo Figueira, André Campos, Pedro Amorim
Customer retention is one of the most important challenges that re-
tailers have been facing, as customer acquisition is roughly five to
six times more expensive, and long-term customers generate higher
profits. In online retail, retention is particularly challenging since cus-
tomers experience no switching costs and can easily compare offers
and prices. The literature has studied the issue of customer retention,
but the existing studies have essentially used demographics and be-
havioural variables, such as the so-called 'recency, frequency and mon-
etary’ (RFM) variables. The obtained results can help the marketing
department target promotions and other activities to improve retention.
We, on the other hand, look at this problem from the lens of operations
management. Contrarily to traditional retail, in online retail all de-
mand, including that which is unfulfilled, is read. By introducing order
fulfilment variables, such as stockouts and substitutions, in our churn
prediction models, we seek to derive actionable insights for operations
managers. We test both Logistic Regression and Gradient Boosting
Machines on our online grocery dataset. Results confirm that substitu-
tions are an important mechanism to reduce churn, and that the service
level of durable goods is more important than that of fresh products.
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1- The Cash Conversion Cycle: An Empirical Analysis of
its Impact on Supply Chain Performance
Shaunak Dabadghao, Maxi Udenio

This study examines the effects of working capital management prac-
tices (e.g. changes in accounts payables or accounts receivables) on
the performance of a firms’ supply chain partners. We collate quar-
terly data from the COMPUSTAT database and construct over 1900
customer-supplier dyads using over 30,000 quarter observations from
1980 to 2015. We empirically determine how changes in the Cash Con-
version Cycle (CCC) of a firm impacts the performance and the CCC
of its supply chain partners. We find that dyads in which both firms
are improving their CCC perform better than others. These findings
contribute to the research on working capital management strategy by
identifying successful supply chain relationship practices in terms of
firm performance.
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Evolution of Supply Networks
Maxi Udenio, Nikolay Osadchiy, Vishal Gaur

The last four decades have witnessed a radical transformation of pro-
duction and trade. Both have become more globalized. Yet, as the
trade flows connected different parts of the world, production processes
have become more dispersed across firms and countries. The present
day production is a carefully choreographed act involving multiple
firms supplying raw materials and finished components from around
the country and globally. This process is called vertical specialization
or fragmentation of production. In this paper, we seek to quantify frag-
mentation in supply chains and understand factors associated with it.

Planning of Modular Production Networks for the Spe-
cialty Chemicals Industry
Brigitte Werners, Tristan Becker, Bastian Bruns, Stefan Lier

The chemical industry is facing new challenges due to shorter product
life cycles and greater diversification of the product portfolio. Modu-
lar production concepts are evaluated to cope with the increased vari-
ability in customer demands. Modular plants consist of standardized
process modules installed in containers, which enable fast assembly,
disassembly and relocation of production plants. Depending on the
combination of process modules, different production capabilities are
associated with a production plant. Modular production plants can be
operated in industrial or chemical parks. It is therefore possible to
increase the efficiency of the logistic network by operating modular
plants close to customers or suppliers. We present a case study from
the specialty chemicals industry in which specialized polymers are pro-
duced by mixing base polymers with various additives. New mixed in-
teger programming formulations for production network planning un-
der consideration of the new flexibility options of modular production
concepts are presented. On the basis of real data from a large chemi-
cal company, we discuss the economic benefits of production in close
proximity to suppliers and customers for the specialty polymers mar-
ket. In addition, the advantages of different process layouts for modu-
lar plants are compared.
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A Survey on Data Mining approaches to Cutting & Pack-
ing problems
A. Miguel Gomes

This talk presents a brief survey of Data Mining approaches to Cutting
& Packing problems. The main focus is to study and explore connec-
tions between traditional Cutting & Packing approaches and Data Min-
ing (and Machine Learning) ones. The aim is to provide new insights
on Cutting & Packing problems to develop new hybrid solutions.

Two-dimensional rectangular bin packing problem in
glass industry
Shinji Imahori

We study a two-dimensional bin packing problem which efficiently
cuts out given rectangular products from rectangular base materials of
the same size. This problem is an important combinatorial optimiza-
tion problem in manufacturing industries such as glass and steel. In
glass industry, as stated in "ROADEF/EURO Challenge 2018: Cutting
optimization problem" in collaboration with Saint-Gobain, a wide vari-
aty of constraints should be considered for practical usage. In this talk,
we mainly consider the k-stage guillotine cut constraint and defects on
the base materials, where rectangular products should be cut from the

base materials by at most k consecutive end-to-end cuts and defects
must not be involved in any products. For the problem, we first design
construction heuristic algorithms. We also state local search techniques
which improve the given layouts of products with slight modification.
To design efficient local search algorithms, how to represent a solution
and how to evaluate them are key issues. We use a tree representation
corresponding to product layouts given by consecutive guillotine cuts
and analyze its usefulness in local search algorithms.

3 - Matheuristics for a real-world leather industry cutting
problem
Antonio Martinez Sykora, Tony Wauters

This work considers a leather industry cutting problem. The addressed
problem, referred to within the literature as nesting in terms of cat-
egory, is a two-dimensional cutting (and packing) problem where ir-
regular and nonconvex pieces of material must be cut from the hides.
The goal is to minimize the amount of wasted material incurred dur-
ing the cutting of such pieces. Nesting problems such as the leather
industry cutting problem are very relevant in practice, but the quan-
tity of research dedicated to them is low when compared against other
(more classical) cutting and packing problems. Previous researchers in
the area have highlighted that this is primarily a result of the inherent
difficulty involved in the implementation of the necessary geometric
algorithms. The present work formulates the leather industry’s nesting
problem as a mixed-integer program. All problem characteristics are
addressed, such as quality zones and holes. The resulting formulation,
however, cannot be solved by state-of-the-art solvers when real-world
instances are considered, stimulating the investigation of heuristic al-
ternatives. The present research considers both constructive and local
search (math)heuristics employing the proposed formulation. Differ-
ent strategies and parameters are evaluated with regard to both perfor-
mance and quality, and the obtained results are compared against the
state-of-the-art in the literature.

4 - Packing and scheduling of locks through the Three
Gorges and Gezhouba Dams
Julia Bennell, Xiaopan Zhang

The Three Gorges Dam and the Gezhouba Dam reside on the Yangtze
River in Hubei province in China. Almost 200 million tonnes of freight
pass through the Dams annually. The Dams are 38km apart. Given
the volume of freight passing through the dams, it is important to co-
ordinate the scheduling of vessels through both the dams. The Three
Gorges Dam has two locks, one services downriver vessels and the
other servicing upriver and a ship lifter to transfer vessels less than
3000 ton over the TG Dam one by one, while Gezhouba Dam has three
locks of different sizes that can service both upriver and downriver
vessels. The objective is to maximise the volume of freight passing
through the dams while meeting fairness constraints. The problem is
modelled as a two dimensional bin packing problem where the small
items are vessels and the bins are the locks. Since the ship lifter car-
ries a significantly smaller capacity than the locks, so we can ignore
it in our model. Bins have a processing time where the next bin rep-
resenting a given lock can only be processed once the previous bin is
complete. Moreover, we can only pack a small item in the bin once
they have reached the bin on its journey. We formulate the problem
as a mixed integer programme and test the capability of the model in
terms of the size of problems it can solve. We also consider how to
solve bigger problems.
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Priority Service Pricing with Heterogeneous Customers
Ping Cao, Yaolei Wang, Jingui Xie

This paper studies a pricing problem for a service system, in which
customers have heterogeneous delay sensitivity. The system sets pri-
orities for customers and gains profit by charging a price for priority
service. The service system consists of a single server and two queues,
in which customers in the first queue are given priority. Customers
have a heterogeneous delay cost rate, which is drawn from a general
distribution. Upon arrival, the customer must decide which queue to
join. If the customer joins the priority queue, a fixed priority price will
be charged. We discuss customers’ choice behavior under any given
priority price, and find that there can be multiple equilibria, the num-
ber of which depends on the distribution of customers’ delay cost rate.
In addition, we characterize the stability of these equilibria, and show
that the system can always reach the largest or smallest equilibrium
by setting a proper initial delay announcement. We also consider op-
timal pricing problems with the objective of maximizing the system’s
long-run average profit and social welfare. Our results demonstrate
that optimal prices depend on the distribution of customers’ delay cost
rate.

Estimating Patience with Silent Abandonment
Antonio Castellanos, Galit Yom-Tov, Yair Goldberg

Customer (Im)Patience has proven to be a significant factor in model-
ing service systems and making staffing decisions. A customer who is
waiting for service in a queue has finite patience and might abandon.
Abandonments have been regarded as uni-type; However empirical ev-
idence from contact centers has contradicted this assumption, which
enables us to classify them into two groups: known and silent aban-
donments. Known abandonment appears when the customer gives a
clear indicator that she just left (patience time is observed). In con-
trast, silent abandonment occurs when a customer left the system, but
the service provider is unaware of that fact until the agent communi-
cates with the customer and receives no reply (patience time is left cen-
sored). Notice that in silent abandonments some server time is wasted
until abandonment is realized; for this reason, they should be consid-
ered when making staffing decisions. In the current research, we pro-
pose a queuing model with silent abandonments for two environments:
one where we know exactly which customer silently abandoned the
queue and another where we are unable to clearly distinguish these
customers from customers that had very short service (i.e. finished
service in a single interaction). We develop a prediction model to clas-
sify customers in the second case and develop estimators of customer
patience for both environments. We discuss how silent abandonment
influences performance measures and and staffing recommendations.

Opaque queues: Service systems with rationally inat-
tentive customers
Caner Canyakmaz, Tamer Boyaci

Many service systems in practice are arguably opaque or only "par-
tially visible" in the sense that customers are not always able to dis-
cern precise queue lengths upon arrival. This stems mainly from po-
tential information frictions due to the physical environment and/or
cognitive capabilities of customers. Determining the exact queue size
requires attention and cognitive capacity (and time), which are all lim-
ited in quantity. We capture the salient features of rational queueing
behaviour under limited customer attention through rational inattention
framework. Customers optimally select the type and quantity of infor-
mation they need and ignore the information that is not worth obtaining
in a completely endogenized information acquisition process, trading-
off the benefits of better information against the cost associated to it
(measured as the reduction in Shannon entropy). In a service system
with inattentive customers, beliefs about the queue size distribution are
shaped by both endogenously optimized information processing strate-
gies and resulting joining decisions of other inattentive customers in
equilibrium. We show that such an equilibrium exists and that it is
unique. We also investigate the impact of information cost and char-
acterize its implications regarding information provisioning strategies
of firms. Our unifying framework retrieves existing results for visible
and invisible queues in extant literature as special cases.
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Capacitated Network Design for Resource Planning us-
ing Annealing Method
Jonas Christoffer Villumsen, Takuya Okuyama

Digital and quantum annealers have recently emerged as a new com-
puting architecture for many combinatorial optimisation problems
based on the Ising model. We propose a novel formulation of the
capacitated network design problem as a quadratic unconstrained bi-
nary optimisation problem (QUBO). The QUBO formulation enables
the solution of capacitated network design problems by minimising
an Ising Hamiltonian on digital and quantum annealers such as the
D-Wave 2000Q and Hitachi’s CMOS annealing machine. Annealing
machines and algorithms hold the potential for efficiently solving NP-
hard problems by implementing a physical process which emulates
the ground state search of an Ising model. We solve the capacitated
network design problem on Hitachi’s annealing technology in combi-
nation with a standard LP-solver. Preliminary results are promising
showing that the capacitated network design problem can be solved
on annealing machines in reasonable time. This provides hope that
large-scale network design problems in the future can be solved effi-
ciently on specialised computing architectures. Research is ongoing to
improve solution speed, accuracy, and scale of problems that can be
solved. The solution of capacitated network design problems is mo-
tivated by the application to capacity and resource planning in smart
spaces. We describe the problem of allocating resources to activities
within a smart space and provide the network design formulation.

Benchmarking tree approaches on street data
Fabion Kauker

By examining the use of algorithms to solve the Prize Collecting
Steiner Tree (PCST) problem we consider the facets which determine
effectiveness. Specifically, by measuring a number of solution ap-
proaches and comparing them based on metrics. In order to understand
the solution approach we must asses why it is useful. Our goal is to
determine the effectiveness of Mixed Integer Programming (MIP) and
heuristic methods. Utilizing freely available street and address data a
base graph representation is created and then computed on. Such that a
tree connects every address utilizing the minimum total length of edges
from the street network. This is the basis of many approaches used to
solve infrastructure problems including telecommunications network
design and costing. The analysis is conducted on methods developed
by Hedge et al. 2015, Ljubié et al. 2006, and Teitz et al. 1963. We
present a data processing architecture, as well as a concise set of results
and a framework for assessing the facets and trade-offs for a given ap-
proach. In this case the heuristic approaches are proven to have advan-
tages in the simplistic case but fail when more complex requirements
are added. This is where the MIP approach is able to capitalize, whilst
detrimentally limiting the flexibility due to the strictness and specificity
in modelling.

Decision Making within Navi Stations of a Gas Network
Lovis Anderson, Felix Hennings

The NAVI is an optimization tool for the highly complex German gas
network that is under development at Zuse Institute Berlin in coop-
eration with the gas transportation company Open Grid Europe. The
purpose of the NAVI is to be an assistance tool for dispatchers, which
similar to the navigation system in a car or a phone, creates recom-
mendations and plans for the future. Due to the physical properties of
gas this leads to a non-convex and non-linear transient problem. To
cope with that complexity we use a two-stage approach to fit the gas
network to the forecasted supplies and demands. In the first stage we
solve a rather coarse model which fixes the flow directions and the flow
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on groups of critical nodes in the network. In the second part, the sta-
tion model, we take a more detailed view on navi stations, the hubs
of the network. Navi stations are dense subnetworks with many active
elements that are found at important intersections of the trans-regional
gas network. The decisions that we make within a navi station, are
the modes and operating points of all active elements, namely control
valves and compressor stations, which we model with target values and
characteristic diagrams respectively.
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1 - Household Portfolio Optimization with XTFs? An Em-
pirical Study Using the SHS-base
Hans Philipp Wanger, Andreas Oehler

XTFs are plain-vanilla Exchange Traded Funds (ETFs) which replicate
a broad, internationally diversified market index. As households’ in-
vestment portfolios often reveal suboptimal diversification, a common
recommendation to households is to employ XTFs. We investigate, if
this recommendation can generally optimize the risk/return-relation of
households’ portfolios. First, we estimate risk/return-relations for styl-
ized asset allocation clusters of households, so called Household Port-
folio Types (HPTs). Therefore, we combine two data sets by Deutsche
Bundesbank: The Panel on Household Finances (PHF) and the Securi-
ties Holdings Statistics (SHS)-base. We find three HPTs with different
asset class concentrations. Second, we risk-adjust HPTs and the bench-
mark XTF portfolio to each other and measure return differences to as-
sess XTFs’ potential to enhance HPTs’ returns under consideration of
(de-)leveraging costs. Return differences indicate that XTFs reveal po-
tential to enhance the returns of all HPTs. Third, we adjust each HPT
with the benchmark XTF portfolio. Hereby, we include transaction
costs. The adjustment of HPTs with XTFs can, depending on the re-
garding HPT, reduce risk and increase return, predominantly enhance
returns or reduce portfolio risk, respectively.

2 - Portfolio Risk Management Using Statistical Process
Control
Robert Mefford

Statistical Process Control (SPC) has been extensively used for qual-
ity control in a wide range of manufacturing and service organizations
but has not been applied to investment portfolio management. In this
paper the potential application of SPC to allocation and risk manage-
ment of investments is explored. SPC can be used to identify a shift in
market sentiment which in turn can signal to investment managers to
change portfolio allocations to-or-from riskier assets and/ or to employ
hedges. Measures of investment sentiment and jump risk are tested
for their forecast capabilities using equity market data. Process con-
trol charts are then developed from the empirical data. How the SPC
charts can be employed to improve portfolio performance in terms of
improving returns and reducing risk are discussed.

3 - Naive diversification in thematic investing - Heuristics
for the core-satellite investor
Florian Methling, Riidiger von Nitzsch

In recent years, thematic exchange-traded funds (ETF) have given
core-satellite strategies a new impetus by attracting much attention of
both institutional and retail investors. Thematic investing attempts to
participate in certain trends, or to serve any conceivable subjective in-
terest such as ethics and sustainability. An elaborate optimization of a

thematic portfolio by purchasing individual assets is very costly, and
ETFs are not customizable for private investors. Therefore, thematic
ETFs are supplemented to conventional ones to suit additional non-
monetary interests. Hence, the question arises how to weight the the-
matic satellite in relation to the diversified core portfolio. Complex
research and factor models are hardly suitable for private investors and
the short history of thematic products would not provide reliable in-
formation anyway. Therefore, new ideas have to be examined - or
perhaps old ones? The Talmud contains a 1,500-year-old allocation
rule that has already been investigated by several studies under the
name of naive portfolio diversification. However, this study develops
naive diversification for thematic core-satellite investors. Furthermore,
minimum concentration is established as an allocation rule based on
the Herfindahl index. The provided heuristics prove to be useful and
competitive compared to a minimum-variance optimization in out-of-
sample tests. Hence, this study offers some pragmatic and truly practi-
cal aid for thematic investors.

4 - Capital reserve management for a multi-dimensional
risk model
Erik Winands

Firms should keep capital to offer sufficient protection against the risks
they are facing. In the insurance context methods have been devel-
oped to determine the minimum capital level required, but less so in
the context of firms with multiple business lines including allocation.
This research focuses on the calculation of finite-time ruin probabil-
ities and capital reserves for a multi-dimensional risk model. The
individual reserves of these lines of business are modeled by means
of a Cramér-Lundberg model with constant incoming premiums and
outgoing claims that arrive according to a Poisson process. To al-
low for dependence between business lines we introduce a common
(latent) environmental factor. This environmental factor impacts the
claim inter-occurrence times as well as the claim sizes. Considering
a fixed environmental process over time, we present a novel Bayesian
approach to calibrate the latent environmental state distribution based
on observations concerning the claim processes. We then we allow
for the distribution of individual claims to change over time by us-
ing a Markov environmental process. For the latter, we present two
approximations for the finite-time multi- variate survival/ruin proba-
bilities: a diffusion approximation and a single-switch approximation.
Finally, we point out how to determine the optimal initial capital of the
different business lines under specific constraints on the ruin/survival
probability of subsets of business lines.
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1 - A Heuristic for the Traveling Salesperson Problem with
Forbidden Neighborhoods on Regular 2D and 3D Grids
Philipp Armbrust, Philipp Hungerlinder, Anna Jellen

In this work a heuristic for the Traveling Salesperson Problem with
Forbidden Neighborhoods (TSPEN) is introduced. Given a regular grid
and a radius r, the TSPEN asks for a shortest Hamiltonian cycle over all
grid points such that the distance between consecutive points is greater
than r. This TSPFN is motivated by a real world application called laser
beam melting. This technology is used for building complex work-
pieces in several layers, similar to 3D printing. In previous works we
determine the length and structure of optimal solutions. The introduced
heuristic is based on Warnsdorff’s Rule and able to deal with instances
where no closed-form solutions are known. The main differences to
the original Warnsdorft’s Rule can be summarized as follows: (1) Ar-
bitrary step sizes are allowed, in contrast to the fixed step size of length
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square root of five in the original Warnsdorft’s Rule. (2) The resulting
solution must be a Hamiltonian cycle instead of a Hamiltonian path.
(3) The step size is not fixed: if some squares are still unvisited but not
reachable with the currently selected step size, our heuristic increases
the step size such that the next square can be reached. We implemented
the heuristic and conducted a computational study for various neigh-
borhoods. In particular, the heuristic is able to find high quality TSPFN
tours on 2D and 3D grids, i.e., it produces optimum and near-optimum
solutions and shows a very good scalability also for large instances.

GRASP and Multiple Neighborhood Search for real ve-
hicle routing problem.

Flavien Lucas, Gwénaél Rault, Romain Billot, Philippe
Lacomme, Marc Sevaux

For a few decades vehicle routing problems have been studied and im-
proved, it includes today many features under the common denomi-
nation of rich vehicle routing problems. In our study, multiple types
of vehicles are considered, including fixed cost, variable cost, veloc-
ity and capacity. The topology of these instances includes restrictions
on the graph for some types of vehicles. Instances based on real road
maps take into account some specificity like asymmetric graph, trian-
gular inequality not respected, forbidden turns depending on crossroad
and congestion information that impact the solving methods. Very
large scale instances with thousands of customers are solved using a
GRASP and a multiple neighborhood search method to obtain high
quality solutions in reasonable execution time. The GRASP is based
on the so-called Clarke and Wright heuristic and the multiple neigh-
borhood search method presents an unified view of several classical
neighborhoods. The solution method has been particularly improved
to handle the very large scale instances.

The strategic design of multiproduct batch plants: the
application and analysis of a matheuristic solution tech-
nique

Floor Verbiest, Trijntje Cornelissens, Johan Springael

In this study, we present a matheuristic for the strategic batch plant
design problem with parallel production lines. The aim of this
MILP problem is to minimize capital, startup and contamination costs
through the optimization of 3 decisions: the number of lines to install
on the plant, their design (i.e. number and size of equipment units for
every production stage), and the assignment of products and produc-
tion quantities to the installed lines. These different types of decisions
lead to a natural separation of the global problem into subproblems,
each of which can be solved with adequate solution methods. More
specifically, we applied an iterative local search (ILS) metaheuristic for
the discrete design decisions for every stage of every line, whereas the
product-to-line assignments are optimized with an exact MILP solver.
Additionally, we analyzed the search process of the matheuristic to ob-
tain some insights into, first, the operation of the different components
and, second, the impact of the different cost elements.

Metaheuristics for the two twin cranes scheduling prob-
lem
Eva Vallada, Avelino Ferrer, Fulgencia Villa

In this work, we propose methods to optimise the movements of two
twin cranes that operate together in a container block and have to carry
out a series of storage and retrieval requests both from the sea and land
side. The cranes can not cross each other and must keep a safety dis-
tance. The objective is to minimise the total completion time of the
requests. The proposed solution consists of a genetic algoritmo com-
bined with a constructive heuristic. Different versions of the algorithm
are obtained and their parameters have been tuned by extensive com-
putational experimenta. The performance of the proposed algorithms
is analysed by means of an Analysis of Variance.
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Combinatorial Optimization for Image Segmentation
and Large Scale Data Mining
Dorit Hochbaum

The dominant algorithms for machine learning tasks fall most often
in the realm of Al or continuous optimization of intractable problems.
We present combinatorial algorithms for machine learning, data min-
ing, and image segmentation that, unlike the majority of existing ma-
chine learning methods, utilize pairwise similarities. These algorithms
are efficient and reduce the classification problem to a network flow
problem on a graph. One of these algorithms addresses the problem of
finding a cluster that is as dissimilar as possible from the complement,
while having high similarity within the cluster. These two objectives
are combined either as a ratio or with linear weights. This problem
is a variant of normalized cut, which is intractable. The problem and
the polynomial-time algorithm solving it are called HNC (Hochbaum’s
Normalized Cut). An extensive empirical study demonstrates that in-
corporating the use of pairwise similarities improves accuracy of clas-
sification and clustering. To address the quadratic rate of growth in the
size of the data with the use of similarities we employ "sparse compu-
tation". It is shown that using "sparse computation" enables the scala-
bility of similarity-based algorithms to very large-scale data sets while
maintaining high levels of accuracy. We demonstrate several applica-
tions of variants of HNC for data mining, medical imaging, and image
segmentation tasks, including the use of HNC for cell identification in
neuroscience datasets.

Mixed Integer Nonlinear Programming for Feature Se-
lection in DEA

Sandra Benitez-Pefa, Peter Bogetoft, Dolores Romero
Morales

In this talk we present an integrative approach to feature selection in
Data Envelopment Analysis (DEA) for Benchmarking. DEA aims at
benchmarking the performance of decision marking units (DMUs),
which use the same inputs and produce the same outputs, against
each other. In Data Envelopment Analysis, the efficiency of DMUs
is measured as the weighted summation of the outputs divided by the
weighted summation of the inputs, and the weights are found solving
a Linear Programming problem for each DMU. DMUs with a score
equal to one are in the so-called efficient frontier. Feature selection for
both outputs and inputs has a significant impact on the shape of the
efficient frontier, as well as the insights given to the inefficient DMUs.
Here, the DEA model is enriched with zero-one decision variables
modelling the selection of features, yielding a Mixed Integer Nonlin-
ear Programming formulation. This single-model approach can handle
different objective functions as well as constraints to incorporate de-
sirable properties from the real-world application. Numerical results
will be presented using data from Electricity Distribution System Op-
erators. Such results highlight the advantages that our single-model
approach provide to the user, in terms of making the choice of the
number of features, as well as modeling their costs and their nature.

Sparsity and Performance Enhanced Markowitz Portfo-
lios Using Second-Order Cone Programming
Noam Goldberg, Ishy Zagdoun

A mixed-integer second order cone program (MISOCP) formulation is
proposed for solving Markowitz’s asset portfolio construction problem
under a cardinality constraint. Compared with a standard alternative
big-M linearly constrained formulation, the proposed reformulation is
shown to be solved significantly faster using state-of-the-art integer
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programming solvers. We consider learning methods that are based on
the MISCOP formulation: cardinality-constrained Markowitz (CCM)
solves the MISCOP for a given cardinality k and training set data of as-
set returns. We also find reinforcing evidence for factor model theory
in the selection of factors to form optimal CCM portfolios. For large
datasets in the absence of a hard-cardinality constraint, we propose
a method (CCM-R) that is based on the continuous relaxation of our
MISCOP, where k selected by rolling time window validation. In pre-
dictive performance experiments, based on historical stock exchange
data, our learning methods usually outperform a competing extension
of the Markowitz model that penalizes the L1 norm of asset weights.

Optimal Arrangements of Hyperplanes for Multiclass
SVM-Based Classification
Victor Blanco, Alberto Japon Saez, Justo Puerto

‘We present here a novel approach to construct multiclass classifiers by
means of arrangements of hyperplanes. We propose different mixed
integer non linear programming formulations for the problem by using
extensions of widely used measures for misclassifying observations
in binary Support Vector Machines. We prove that kernel tools can
be extended to these models. Some strategies are detailed that help
solving the associated mathematical programming problems more effi-
ciently. An extensive battery of experiments has been run which reveal
the powerfulness of our proposal in contrast to other previously pro-
posed methods.
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Hybrid heuristic for the patient-bed allocation problem
Fabian Schifer, Alexander Hiibner, Dominik G Grimm

Managing patient to bed allocations is an everyday task in hospitals.
In recent years it has moved into focus due to a general rise in occu-
pancy levels and the resulting need to efficiently manage tight hospi-
tal bed-capacities. This holds true especially for large maximum-care
hospitals, which are by definition obliged to treat any incoming patient.
Hence, maximum-care hospitals exhibit a high ratio of emergency pa-
tients as well as a high volatility and uncertainty regarding patient ar-
rivals and lengths of stay. The patient-bed allocation problem (PBA)
decision support model refined the patient admission scheduling prob-
lem (PAS) by means of a real-world situation in a large maximum-care
hospital. The PBA identifies three main stakeholders, namely patients,
nursing staff, and doctors, whose individual objectives and constraints
lead to a potential trade-off situation. Due to the combinatorial com-
plexity of the PBA, there is a need for a heuristic that intelligently
assists the bed manager in taking fast decisions and is able to deal with
uncertain situations through quick recalculations. Therefore, we de-
veloped a hybrid heuristic based on a preferred iterative look ahead
technique and a genetic algorithm. Furthermore, to deal with the high
volatility and uncertainty of emergency admissions, we trained a deep
neural network to forecast emergency occupations based on features
related to time designation, weather, fairs, and holidays.

Supporting joint operating room and ICU planning with
optimisation and simulation approaches

Sebastian Rachuba, Lisa Imhoff, Khairun Bapumia, Brigitte
Werners

Operating rooms (ORs) are an important cost and revenue centre in
hospitals. The utilisation of ORs also affects downstream resources

such as Intensive Care Units (ICUs) or inpatient wards. Simultane-
ous planning of OR and ICU utilisation can lead to beneficial effects
on both bed occupancy and OR time utilisation. We present a mixed-
integer linear optimisation model for tactical decision-making. The
model decides upon the number of surgeries to be planned in a typ-
ical week considering the scarce resources OR time and ICU beds.
In order to evaluate this tactical decision, we develop a discrete event
simulation (DES) model that replicates the activities on an operational
level stochastically simulating daily activities in the operating theatre
and the ICUs. We demonstrate the beneficial combination of optimi-
sation and the DES model in a series of computational experiments.
Finally, we discuss managerial implications which can be drawn from
this planning approach.

Optimizing interventions across the HIV continuum of
care: Process improvement analysis
Margaret L. Brandeau

UNAIDS’ 90-90-90 goal for 2020 is for 90% of HIV-infected people to
know their status, 90% of infected individuals to receive antiretroviral
therapy (ART), and 90% of those on ART to achieve viral suppression.
To achieve talk we show how HIV care can be improved by viewing
the patient care process as a production process and applying meth-
ods of process improvement analysis. We examine the HIV continuum
of care at a hospital-based HIV clinic in Kingston, Jamaica. We per-
form qualitative analysis to identify key programmatic, personnel, and
clinical areas for process improvement. We then perform quantitative
analysis: We develop a stochastic model of the care process which we
use to evaluate the effects of potential process improvements on the
number of patients who receive ART and the number who achieve vi-
ral suppression. We also develop a model for optimal investment of
a fixed budget among interventions aimed at improving the care cas-
cade and we use the model to determine the optimal investment among
three interventions that the clinic could invest in. By viewing the pa-
tient care process as a production process and applying qualitative and
quantitative process improvement analysis and an innovative optimiza-
tion methodology, our approach can help patient care clinics identify
the best ways to maximize clinical outcomes.

Operating room time allocation to surgical services: the
case of a public hospital in Portugal
Mariana Oliveira, Inés Marques, Luisa Lubomirska

Operating rooms (ORs) are challenging services for hospitals: large
cost center because it handles expensive technology, equipment, ma-
terials and high specialized staff; has large impact in the workload
of several up- and downstream units; faces increasing demand and
large waiting lists; and deals with powerful and often conflicting stake-
holders. Facing restrictive budgets, the OR manager needs to use re-
sources flexibility to match surgical supply with the ever-increasing
demand which can be achieved through OR time distribution among
the surgical services. However, in most hospitals the so-called master
surgery schedule tends to be the same for several years regardless of the
changes in the surgical demand pattern and the raising numbers in the
waiting list for surgeries. This work proposes a mathematical program-
ming model for OR time allocation among surgical services with three
objectives: to maximize the total number of allocated slots weighted by
the preferences of the main stakeholders; to match supply and expected
demand; and to level the workload of up- and downstream units. A
comparison of the actual allocation of slots at the hospital under study
with the one suggested by this approach is performed. Results show
that the workforce is one of the major bottlenecks, suggesting a new
distribution of the workforce among the services.
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Using GRASShopPER De Novo Assembler with Re-
duced Overlap Graph

Wojciech Frohmberg, Aleksandra Swiercz, Michal Kierzynka,
Pawel Wojciechowski, Artur Laskowski, Jan Badura, Piotr
Zurkowski, Marta Kasprzak, Jacek Blazewicz

Sequencing can be seen as a joint venture of computer science, biology,
chemistry and medicine. Aim of the assembly problem, computational
subproblem of sequencing, is to find shortest common superstrings
built upon a given known set of sequences coming from intensive ge-
netic material scan, called reads. The problem is very practical as at
the current level of technology machines that provide reads, known as
sequencers, are unable to determine entire sequence of a genome. In-
stead they provide relatively short genome fragments, though densely
covering the genome.

There are two main strategies to solve the assembly problem, both
originating from the sequencing by hybridization method: Overlap-
Layout-Consensus (OLC) and Decomposition graphs (DG). Advan-
tage of the former is quality of its results as well as resistance to errors
in input data. On the other hand the latter strategy is seen as a far more
efficient and, with preprocessing phase, providing acceptable results.

Last decade brought a lot of DG-based approaches solving assembly
problem, but very few OLC assemblers able to deal with its bigger in-
stances. Reason behind developing GRASShopPER was to prove that
OLC strategy can work efficiently enough to assemble medium sized
genomes. The talk is to show newest computational experiments sug-
gesting that in case of some datasets we can reduce overlap graphs and
improve GRASShopPER efficiency without a loss on results quality.

De Novo Assembler. Novel Overlap Graph Construction
Artur Laskowski, Aleksandra Swiercz, Wojciech Frohmberg,
Jan Badura, Pawel Wojciechowski, Marta Kasprzak, Jacek
Blazewicz

Next generation sequencers produce billions of short DNA sequences
which are then processed by assemblers to reconstruct the DNA strand.
Assembling is an NP-complete problem due to the erroneous nature of
reads provided by sequencers. In order to recreate the original strands,
algorithms use graph representations of reads alignments. Graphs are
later traversed in order to find paths maximizing total overlap between
neighbouring reads. However, to obtain an alignment graph with sat-
isfactory density, various steps need to be performed first. Most no-
tably, we limit the number of alignments with use of k-mer hashing.
We align the corresponding pairs of reads using a semi-global variant
of the Needleman-Wunsch algorithm, which finds optimal alignments.
Since it is computationally demanding and easily parallelizable we use
a very efficient GPU implementation. The method produces an align-
ment score and a shift value for each pair of examined reads. If over-
laps are sufficiently long and the number of alignment errors is below a
given threshold arcs are created. Additionally, we implemented several
further steps such as the creation of the smallest lexicographical index,
which results in a denser graph. The traversing scheme is the final step
of the algorithm. This step processes the previously generated graph
and produces strands via analyzing reads and arcs that connect them to
each other.

Classifying Sequencing Data Using Linear Program-
ming

Maria J. Nueda, Mariola D. Molina Vila, Carmen Gandia
Tortosa

Classification methods have become in one of the main topics in the
modern data analysis. The high number of variables available and
specific types of distributional assumptions are challenging topics that
scientists try to address with approaches as bagging, boosting or devel-
oping new statistical methods. We address the classification problem
formulating an optimization problem, that looks for a hyperplane, H,
which separates two groups. If such hyperplane does not exist, H will
be found by minimizing the sum of all the possible infeasibilities. It re-
sults in a convex optimization problem for which we find an equivalent
linear programming problem that is solvable by applying the Karush,
Kuhn and Tucker conditions. We study the benefits of the method in
the transcriptomics field. The use of RNA-seq for transcriptome profil-
ing as a replacement for microarrays has triggered the development of

statistical methods to properly deal with the properties of these types
of count-based data. For classification purposes, methods based on
gaussian distribution, as linear discriminant analysis, may not be ap-
propriate for count data. Some authors propose methods to classify
RNA-Seq samples based on the Poisson distribution or de Negative
Binomial distribution. We show the results of the application of the
method to real and simulated RNA-seq data, and we compare them
with other classification methods for RNA-Seq.

Simulation of RNA Sequence Evolution in the RNA
World
Jarostaw Synak, Agnieszka Rybarczyk, Jacek Blazewicz

Biology has gone a long way since its foundations: scientists through-
out the centuries classified many species of plants and animals, various
mechanisms in living cells were recognized and explained, simultane-
ously multiple gene mapping and manipulation techniques have been
developed. Despite of this huge advancement in the field, there are
still many questions which remain without an answer and the origin
of life is one of them. One of the most popular hypotheses trying to
explain how this actually happened is RNA World. According to it,
in the beginning there were short RNA molecules which had formed
spontaneously and some of them could catalyse the replication of other
RNAs. This system, according to the hypothesis, was able to preserve
information and eventually evolve into something much more sophis-
ticated - modern day cells. Our goal was to use the tools provided by
computer science and test the stability of such system against various
initial conditions. Our model, which was used for this purpose, was
initially designed as an extension of RP (replicase-parasite) model.
We introduced some further improvements and added more complex
chemical rules, which in our opinion, can make the simulation more
biologically accurate and bring it closer to the reality.
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Bounding the Value of Observability in a Dynamic Pric-
ing Problem
Dana Pizarro, José Correa, Gustavo Vulcano

Research on dynamic pricing has been growing during the last four
decades due to its use in practice by a variety of companies as well
as the several model variants that can be considered. In this work,
we consider the particular pricing problem where a firm wants to sell
one item to a single buyer along an infinite time horizon in order to
maximize her expected revenue. The firms pre-commits to the price
function and the buyer, who has private value for the item and arrives
according to some distribution, purchases at the time when his utility is
maximized. We define the Value of Observability as the ratio between
the expected revenue if the seller fix the pricing policy when she ob-
serves the buyer arrival-observable case- and the expected revenue if
she fixes it at the beginning of the selling horizon- unobservable case.
We prove that in a very general setting, the Value of Observability is
at most roughly 3.591, which means that the seller’s expected revenue
in the observable case can not be more than 3.591 times the seller’s
expected revenue in the unobservable case. Even more, if we suppose
that the buyer’s valuation is distributed according to some distribution
with monotone hazard rate, the bound is improved to e.
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Deep learning for portfolio risk and financial eco-
nomics: Investigating trend change predictability
through lagged correlations

Ben Moews, J. Michael Herrmann, Gbenga Ibikunle

The prediction of trend changes in noise-laden complex systems with
large numbers of time series is a problem with a wide array of ap-
plications for real-world phenomena, with one notoriously difficult to
predict example being the case of stock markets. We tackle the pre-
diction of directional trend changes through interlaced lagged correla-
tions between such time series, excluding any information about the
respective target series from the model inputs to obtain trend change
predictions driven by such time-delayed correlations. For this purpose,
we make use of deep neural networks employing step-wise regressions
with exponential smoothing in the preprocessing stage, with regression
slopes being used as trend strength indicators. We apply this approach
to recent stock market data over a five-year interval as an example of a
complex system heavily influenced by noise in the form of externally
arising new information, extend our analysis to the models’ behavior
in financial crisis scenarios, and investigate the complexity of the prob-
lem with bottleneck layers. Our results, which account for the need for
rigorous statistical validation, showcase the viability of this approach,
with state-of-the-art accuracies and implications for debates in finan-
cial economics.

Multiagent learning for a multiplayer N-armed bandit
machine with applications to congestion games
Sam O’Neill, Ovidiu Bagdasar, Stuart Berry

The classic N-armed bandit problem [Berry/Fristedt 1985] is widely
used as an example in the area of reinforcement learning to demon-
strate the requirement for an agent to balance its strategy between ex-
ploration and exploitation. The agent plays a fixed number of rounds,
each round pulling a single lever and receiving an associated expected
(mean) reward. The objective is for the agent to play a strategy which
maximises the expected return after completion of the rounds. In the
absence of prior knowledge of the expected returns of each lever, the
agent must maintain estimates of these rewards, balancing the need
for generating better estimates (exploration) and utilising current esti-
mates (exploitation). One can view this as a one state Markov Decision
Process, with the agent returning back to the start state after receiv-
ing the reward for the round. Many variants of this problem, such as
the binary, Bernoulli and restless N-armed bandit machine, have been
studied and practical applications include adaptive routing, portfolio
design and clinical trials. This study presents a multiagent variant of
the classic problem in which simultaneous game theory concepts, such
as greed and fear, are interrogated to understand an agent’s motivation
for co-operation. It will also explore the effectiveness and applicability
of known approaches and illustrate how this variant can be applied to
network congestion games [Rosenthal 1973] such as the classic Traffic
Assignment Problem [TAP].

Compete or collaborate: pricing strategies under a
multinomial logit model with non-linear network effects
Felipe Maldonado, Gerardo Berbeglia, Pascal Van
Hentenryck

We consider a Multinomial logit model with network effects over the
consumers’ decisions. We study sellers’ pricing strategies, where the
purchasing decisions are affected by products’ qualities, prices and past
consumption.

Consumers can buy the product that maximises their expected utility
or select a no purchase option. Unlike most of the related research, we
consider network effects on the no purchase option, capturing in that
way, the effect of consumers buying similar products somewhere else.

In our model, the network effects represent market interactions where
consumers see a score function of the past consumption. Since the
probability of choosing the available products dynamically changes
over time, we use stochastic approximations techniques to prove that
such probability converges almost surely to a stationary distribution,
that represents the market share of each product in the long run.

‘We model the sellers’ expected revenues based on the asymptotic mar-
ket share distribution and the displayed prices. We first study the case

where sellers collaborate, adopting a monopolistic pricing strategy to
maximise the overall expected revenue, which turns out to be increas-
ing in the strength of the network effects. We then study the case
where the sellers compete, inducing a price competition game that has
a unique pure Nash Equilibrium. We finally compare experimentally
and analytically both cases, incorporating into the analysis, the con-
sumers’ perspective.
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An Hypergraph Model for the Rolling Stock Rotation
Planning and Train Selection

Mohamed Benkirane, Francois Clautiaux, Boris Detienne,
Jean Damay

The subject of this work is an integrated optimization approach for
timetabling and rolling stock rotation planning in the context of passen-
ger railway traffic. Our approach is based on an hypergraph based in-
teger programming model, which can handle trains composed by mul-
tiple heterogeneous self-powered railcars. The method aims at produc-
ing a timetable and solving the rolling stock problem given a set of pos-
sible passenger trips, a service requirement and a fleet of self-powered
railcars. The produced timetable optimizes the production cost and
especially the use of railcars. To solve our optimization problem, we
use a minimum cost flow problem in a time/space/configuration hyper-
graph network. These models are used to handle effectively constraints
related to coupling and decoupling railcars. To reduce the size of the
generated model, we propose a reduced-cost fixing method based on a
surrogate relaxation of the flow constraints. This relaxation allows to
produce a relaxed model with a similar structure, but significantly less
variables and constraints. We are able to produce both lower and upper
bounds for the initial problem. These bounds allow to apply implicitly
reduced-cost fixing techniques to the initial model. The obtained re-
duced version of the initial model is then solved by an MIP solver. We
present some results based on several French regional railway traffic
case studies to show that our methods scales to real-life problems.

Effect of standardization on rake utilization in rolling
stock
Swapnesh Subramonian, Narayan Rangaraj

Efficient circulation of rolling stock is important in any railway system
and the time table made by the operator should be in line with this ob-
jective. In this paper, the effect of rake standardization on rake utiliza-
tion is studied, in the context of passenger railway transportation. In a
set of standardized rakes, the composition of rakes remains the same.
Identification of standardized composition, based on demand analysis
and operational constraints is crucial. Prior to mathematical modeling,
preliminary analysis has been done, which indicated the possibility of
an increase in rake utilization by using rakes having standardized com-
position. The minimum number of rakes required, for a given set of
services is obtained using an integer programming model. The model
is based on graph coloring framework, which is a well-known problem
in combinatorial optimization. The analysis is done for a subset of trips
originating from a busy terminus in Indian Railways. It is found that
these trips, as per the given time table can be run with a smaller num-
ber of standardized rakes. The trade-off between the costs and benefits
of standardization is analyzed. The possibility of minor modifications
in the time table for better results is also explored.
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Biased Randomised Variable Neighbourhood Search for
Railway scheduling in the presence of uncertainties
Nattapol Paisarnvirosrak, Djamila Ouelhadj, Banafsheh
Khosravi

Railway scheduling and rescheduling play a central role in day-to-day
railway operations. Trains on a railway network are scheduled and
controlled according to a timetable. However, trains are not always
run based on the proposed timetable because there might be some un-
predictable disruptions due to excessive dwell times at stations, infras-
tructure and/or train faults, and the late arrival of crew. In this study, we
aim to minimise the total delay of trains while considering passenger
safety and regulation principles including running times, headway and
signalling system constraints. The problem is formulated as a Modified
Blocking Job Shop Scheduling (MBJSS) model, which is adapted from
the classical job shop scheduling model. We propose the Biased Ran-
domised Variable Neighbourhood Search (BRVNS) to solve the rail-
way re-scheduling problem in the presence of delays caused by travel-
ling/dwell time delay and late departure time. The BRVNS algorithm
starts with biased randomised heuristic to generate an initial solution
then VNS is used to improve the solution. To evaluate the performance
of the proposed optimisation model and BRVNS, we have conducted
computational experiments using a real-world case study from the rail-
way network in Thailand. The results show that the BRVNS algorithm
has outperformed the solution used by the railway network in Thailand
and it could improve the efficiency of Thailand railway management
by decreasing the total train delays.

OR in shunt planning
Joel van 't Wout

The final planning phase for a railway operator is the shunt planning.
This involves the processes within the local station area, mainly choos-
ing a parking track for the trains and finding routes between the station
and the shunting yard. OR models for shunt planning can be of great
help to the planners of Netherlands Railways, because of limited park-
ing and routing capacity in the Dutch railway network. Moreover, NS
would like to make the shunt plans as late as possible, generating time
pressure for the planners. We will present a model that solves the prob-
lem of matching, parking and routing rolling stock. In our approach we
split the problem in subproblems for which we formulate a MIP. Re-
cently we added the planning of service activities like cleaning and
technical checks. We incorporate these service activities in our model
in a heuristic way.
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On egalitarian values for TU-games with a priori unions
Juan Carlos Gongalves, Ignacio Garcia-Jurado, Julian Costa,
José Maria Alonso-Meijide

In many economic situations, several agents cooperate to generate ben-
efits. Cooperative game theory studies procedures to allocate the re-
sulting benefits among the cooperating agents. One of these allocating
procedures is the egalitarian value, where the benefits be shared equi-
tably. In this work we modify the equal division value and the equal
surplus division value for games with a priori unions. Being a game
with a priori unions one where there exists a partition of the set of play-
ers, whose classes are called unions, that is interpreted as an a priori
coalition structure that conditions the negotiation among the players
and modifies the fair outcome of the negotiation.

2-

Coalitional multinomial probabilistic values. A political
example
Maria Albina Puente, Francesc Carreras

Coalitional multinomial values were introduced by Carreras and
Puente in 2015. Each one of them depends on n parameters, which
are interpreted as players’ individual tendencies to form coalitions, so
these values are designed to take into account players’ attitudes with
regard to cooperation. They combine the Shapley value and the corre-
sponding multinomial probabilistic value (Freixas and Puente, 2002).
They first apply this latter value to the quotient game and obtain a
payoff for each union; next, they apply within each union the Shapley
value to a reduced game, played in the union, for sharing that pay-
off efficiently. This looks highly interesting for a voting setup since,
once an alliance is formed -and, especially, if it supports a coalition
government-, cabinet ministries, parliamentary and institutional posi-
tions, budget management and other political responsibilities have to
be distributed among the members of the coalition efficiently, whence
in a way as close as possible to the one suggested by the Shapley value.
This family lies in the class of probabilistic values, widely generalizes
the symmetric coalitional binomial semivalues (Carreras and Puente,
2012) and provides a promising framework for applications. In this
work a new axiomatic characterization of each coalitional multinomial
value with positive profile is obtained by just replacing the property of
symmetry within unions with the property of balanced contributions
within unions.

The canonical extension of the Shapley value for coop-
erative games with externalities
André Casajus, Frank Huettner

We identify one extension of the Shapley value to games with external-
ities from the literature (Macho-Stadler, Pérez-Castrillo, Wettstein: J
Econ Theor, 135, 2007, 339-356) as the canonical one. Other attempts
for extensions via generalizations of unanimity games, null players,
monotonicity properties, or average games lead into ambiguities and
technical problems. Our extension is based (i) on the potential ap-
proach to solutions for games with externalities (Dutta, Ehlers, Kar: J
Econ Theor, 145, 2010, 2380-2411) and (ii) on a natural extension of
the potential of the Shapley value (Hart, Mas-Colell: Econometrica,
57, 1989, 589-614) to games with externalities and a corresponding
restriction operator both based on the interpretation of the potential as
the worth of a random partition (Casajus: Econ Lett, 126 (2), 2014,
164-166).

Harsanyi power solutions on the set of winning coali-
tions of a voting game

Encarnacion Algaba, Sylvain Béal, Eric Rémila, Philippe
Solal

This paper deals with Harsanyi power solutions for cooperative games
in which partial cooperation is based on specific union stable systems
given by the winning coalitions derived from a voting game. This
framework allows for analyzing new and real situations in which there
exists a feedback between the economic influence of each coalition of
agents and its political power. We provide an axiomatic characteriza-
tion of the Harsanyi power solutions on the subclass of union stable
systems arisen from the winning coalitions from a voting game when
the influence is determined by a power index. In particular, we estab-
lish comparable axiomatizations, in this context, when considering the
Shapley-Shubik power index, the Banzhaf index and the Equal divi-
sion power index which reduces to the Myerson value on union stable
systems. Finally, a new characterization for the Harsanyi power solu-
tions on the whole class of union stable systems is provided and, as a
consequence, a characterization of the Myerson value is obtained when
the equal power measure is considered.
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Testing the importance of the planning horizon when
solving inventory routing problems.
Mohamed Ben Ahmed, Arild Hoff, Lars Magnus Hvattum

The inventory routing problem (IRP) is a well-studied supply chain
problem that involves the coordination and the integration of two lo-
gistic problems: inventory management vehicle routing. More specif-
ically, the problem requires computing the quantities of goods to be
delivered for each customer during a specified time horizon, as well as
associated vehicle routes. In practice, when building IRP models, the
time horizon is segmented into a sequence of finite planning periods. A
salient prerequisite for effectively solving the IRP is thus to determine
the proper length of these periods. Whereas short planning periods
should produce more tractable variants of the IRP, they may fail to de-
rive cost-effective solutions. The reason is that end-of-horizon effects
are normally not explicitly considered, and the plans produced may
imply that final inventories of customers are almost empty. This may
again lead to increased costs in later planning steps. The scope of this
work is to investigate for a set of benchmark instances the impact of
both planning periods’ length and the inventories terminal conditions
and determine a trade-off between cost and tractability. We resort to
a matheuristic solution approach, which combines the assets of math-
ematical programming and a tabu search metaheuristic, to tentatively
solve the considered problem.

Improved branch-and-cut algorithm for the inventory
routing problem

Jorgen Skélnes, Magnus Stilhane, Henrik Andersson, Guy
Desaulniers

We propose an exact solution method to the Inventory Routing Prob-
lem, where each customer has an inventory with a maximum holding
capacity and a periodic demand. The decision maker has to make sure
the customers have enough products in their inventories to satisfy de-
mand in each time period of the planning horizon. Thus, the decision
maker has to decide which customers to serve in which time periods,
how much to deliver of a product once a customer is visited and how
to route the fleet of vehicles in order to minimize transportation cost
and inventory holding cost. We propose an improved branch-and-cut
algorithm combining the current state-of-the-art valid inequalities with
new families of valid inequalities using the concept of delivery pat-
terns. Preliminary results show that the new algorithm increases the
lower bound considerably and on average reduces the solution times.
A full computational study on how the different valid inequalities im-
pact the lower bounds and solution times will be presented.

A Two Commodity-Based Branch-and-Cut Algorithm for
the Inventory Routing Problem

Eleftherios Manousakis, Panagiotis Repoussis, Emmanouil
Zachariadis, Christos Tarantilis

We consider the Inventory Routing Problem (IRP) which integrates the
routing and the inventory management decision across a time period.
A supplier applying the Vendor Managed Inventory (VMI) system is
responsible for replenishing geographically dispersed customers using
a limited fleet of capacitated vehicles over a discrete time horizon ac-
cording to Maximum Level (ML) inventory replenishment policy. The
objective is to decide the timing, the quantities and the routes of re-
supplying customers in order to minimize the conflicting distribution
costs and the inventory costs simultaneously. We present a new ef-
fective two commodity flow-based formulation for the IRP, effectively

reducing the size of the Mixed Integer Linear Programming problems
for larger instances. Two new case specific families of valid inequali-
ties are presented. We develop a fast Tabu Search (TS) algorithm for
the relaxed formulation of IRP with Order-Up-to level (OU) instead of
ML policy. The TS is used to provide high-quality initial solutions to
a novel branch-and-cut scheme. We experiment with different heuris-
tic, exact and local search separation routines for separating families
of cuts in the branch-and-cut framework. Preliminary results suggest
new optimal solutions for well-known literature instances. Addition-
ally, new upper and lower bounds are reported for harder instances.

4 - Efficient strategies in Constraint Programming for In-
ventory Routing Problems
Philippe Lacomme, Axel Delsol, Christophe Duhamel, Helen
Toussaint

Modeling a problem using a Constraint Programming (CP) approach
means defining variables, their domains, and linking them using con-
straints. An efficient CP model should take advantages of the global
constraints and the enumeration strategy to improve the propagation.
The propagation uses the constraints to explore the search space while
exploiting the problem characteristics. CP can rapidly find feasible so-
lutions to combinatorial optimization problems, assuming we can use
the problem properties to drive the exploration. We present here a CP
approach to solve the Multi-vehicle Inventory Routing Problem and
study both the propagation and the enumeration strategy. In the MIRP,
a supplier has a fleet of homogeneous vehicles and manages the inven-
tory level of its customers over a time horizon. One must design routes
such that customers’ demands are satisfied, and the sum of the trans-
portation and inventory costs is minimized. We build an initial model
to solve the MIRP. Then we add redundant constraints to improve the
propagation. Finally, we propose 3 enumerations strategies: period
based, customer based and a hybrid one. Experiments on the bench-
marks from (Archetti et al., 2007-2012) shows that each modification,
especially the enumeration strategies, significantly reduce the solving
process.
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1 - Scheduling optimization of water injection systems in
oilfields
Bohong Wang, Yongtu Liang, Jing Liu

Water injection is a main development method to enhance oil recov-
ery. With the continuous development of oilfields, the demand for
water injection is growing. Water scheduling optimization is impor-
tant to ensure the demand of water injection wells can be satisfied with
the minimum operating cost. Generally, water injection rate of each
well changes according to the development requirements. Therefore, a
method should be proposed to find an economic way to schedule water
sources to wells. Water is usually started from central process facilities
(CPFs) and transported through pipelines or trucks. Depots are located
in CPFs, wells, and some junction points of pipelines. To minimize the
operating cost, an MILP model that takes inventory, transport capacity
and pipeline operation as constraints is developed. This model is ap-
plied to a real case of a water injection system in a carbonate oilfield.
The network of this oilfield is in the branched form, it has two water
source and 10 injection wells. The scheduling plan of water including
the operational plan of the pipeline network and the dispatch plan of
trucks can be solved. A model that considers the scheduling of water
injection systems in oilfields with both pipelines and trucks transport
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modes is proposed. The model can also be used in other oilfields to
reduce the operating cost and guarantee the water injection demand.

Energy Aware Scheduling of a Material Handling Robot
in an m-Machine Robotic Cell
Rabia Taspinar, Hakan Gultekin, Sinan Giirel

Due to the policies and regulations for sustainability, manufacturers
started to attempt to determine the trade-off between the time-related
and the energy-related objectives. To handle this issue, we consider a
bi-criteria robotic cell scheduling problem to identify the trade-off be-
tween the cycle time and robot’s total energy consumption in a robotic
cell consisting of m serial machines and a material handling robot.
This robot loads/unloads the machines and transfers the parts between
the machines. In this study, we focused on the efficient planning of
the sequence of these robot movements and the corresponding speeds.
We developed a Mixed Integer Nonlinear Programming (MINLP) for-
mulation, and a more efficient Mixed Integer Second-Order Cone Pro-
gramming (MISOCP) formulation, respectively. In these formulations,
the energy consumption function is assumed to be convex and nonlin-
ear with respect to the robot speed for each move, and the speeds are
considered as decision variables. We utilize the epsilon-constraint ap-
proach to handle this problem, and the cycle time objective is consid-
ered as a constraint. Because of the excessive solution time of these
formulations, we also developed a heuristic algorithm. The perfor-
mance of this algorithm is tested by a computational study. Our results
indicate that robot speed control can reduce the energy consumption
significantly for the same cycle time while providing a set of pareto-
efficient solutions for the decision maker.

Hybrid Flow Shop Design And Scheduling in an
Aerospace Industry
Yigitalp Ozmen, Sedef Meral

We address the design and production scheduling problems in the man-
ufacturing of fuselage skin in an aerospace industry. In the first phase,
by means of discrete event simulation(DES), the current job shop envi-
ronment is redesigned as a hybrid flow shop in an attempt to improve
the output quality, lessen materials handling and shorten the produc-
tion lead time. In the second phase, the production scheduling prob-
lem of the shop is formulated as a hybrid flow shop(HFS) scheduling
problem and modelled as a mixed integer linear programming(MILP)
model and a constraint programming(CP) model as well, which are
solved for the optimal or near optimal solution by using CPLEX. Due
to NP-hardness property of the HFS problem, with MILP, only a near
optimal solution can be obtained for real data. Hence, we resort to
heuristic methods such as: dispatching rules using LEKIN schedul-
ing software, and Johnson, Palmer, CDS and NEH algorithms. We
also develop a hybrid method that is a random search combined with
global lower bound, ensuring not to be stuck in local optima. Each
solution method’s best schedule is simulated by the DES model and
the makespan of each schedule is thus obtained. It is observed that
our proposed hybrid method outperforms the other solution methods
in real data. Since the deviations from the lower bounds turn out to
be acceptable for medium, real and large instances, our hybrid method
seems inspiring for further studies.

Combining constraint generation and adaptive large
neighbourhood search to solve an avionic scheduling
problem

Emil Karlsson, Elina Ronnberg, Andreas Stenberg, Hannes
Uppman

Large-scale scheduling problems occur in the development of elec-
tronic systems in aircraft, called avionic systems. This talk addresses
one avionic scheduling problem where the goal is to determine if an
instance of a multiprocessor system can be scheduled with respect to
multiple time windows, precedence relations, and additional technical
constraints. We present a matheuristic that extends a constraint gener-
ation procedure with an adaptive large neighbourhood search to solve
instances with up to 50 000 tasks.

The constraint generation procedure utilises that tasks have multiple
time windows. A relaxed problem is formed where the sequencing
constraints are omitted and the tasks are only to be assigned to time

windows. One such assignment of tasks is then evaluated in a subprob-
lem from which sequencing constraints are generated if necessary.

The adaptive large neighbourhood search solves the relaxed problem in
the constraint generation procedure by exploring a series of mixed in-
teger programming models as neighbourhoods. The neighbourhoods
utilise the underlying problem structure to select tasks that change
time windows to improve the current solution. The performance of the
matheuristic is evaluated for two categories of instances, developed in
collaboration with our industrial partner Saab.
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"Sense" and "essence” as contents of the multidimen-
sional decision making processes in the landscape
units’ recovery

Salvatore Giuffrida, Maria Rosa Trovato

The landscape of the Sicilian mountainous inland is marked by old
towns once controlling large agricultural land areas, and conferring
them a recognisable landscape significance. This societal, economic
and urban shape, is nowadays a "legacy interrupted" due to the radical
transformation of the economic relationships between the traditional
societal economic classes, as well as to the technological progress,
which eroded the link between natural structures and cultural super-
structures. Nowadays, the landscape values still to be found in these
territories should be assumed as the raw material for landscape poli-
cies trying to invert the impairment of such unity, but specific decision
making tools need to be developed and performed to support these poli-
cies. This contribution try to identify some fundamentals of the notion
of landscape, able to overcome the superficial approach based on the
mere individual and hedonic perception, on the side of "consumers",
and on the judgement of technicians, according to the constructivist
approach, on the side of the DM. These fundamentals concern two con-
cepts, "sense" and "essence", respectively coming from the structural-
ist and the phenomenological approach, and related to the relationship
between "truth" and "value".Accordingly, a multidimensional decision
making pattern is outlined combining the phenomenologic concepts of
"immanent perception”, and the semiotic concept of "semantic chain"

Evaluation of the resilience of complex territorial sys-
tems by using MCDA: an application to the Douro Valley
(Portugal)

Vanessa Assumma, Marta Bottero, Jiilia Maria Lourengo,
Roberto Monaco, Daniel Souto Rodrigues, Ana Jacinta Soares

The present work focuses on the development of an integrated evalu-
ation framework with the aim to assess the resilience of an environ-
mental system. This framework analyses the environmental system by
employing a set of territorial resilience indicators in the framework of
a Multicriteria Decision Analysis (MCDA), and by integrating a Lotka
Volterra mathematical model of cooperative type. The system of ter-
ritorial resilience indicators is able to identify the most valuable and
the most critical areas that need intervention in terms of enhancement
and conservation. The mathematical model is a Network Environ-
ment Model (NEM) that aims to simulate future territorial scenarios
when the connectivity between the landscape units under investigation
is taken into account. This integrated evaluation framework is here ap-
plied to one of the most important European wine regions located in
Northern Portugal: the Douro Valley. Such framework may be consid-
ered a useful support for technicians and decision-makers in the field
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of regional development and planning to interpret complex territorial
dynamics and so defining more sustainable territorial policies and ac-
tions.

A Spatial multiple criteria decision aiding approach to
enhance cultural heritage in fragile vulnerable contexts
Catherine Dezio, Marta DellOvo, Maria Cristina Giambruno,
Paolo Pileri, Alessandra Oppio

The introduction of the concept of sustainable development in the field
of cultural heritage preservation has stressed the importance of a holis-
tic approach. Achieving a balance among cultural significance reten-
tion and economic development is a challenging policy and design ter-
ritorial issue, even more in fragile and vulnerable contexts with lim-
ited resources, low return expectations and a huge tangible and intag-
ible cultural heritage. Given such a complexity, decisions require to
be based on robust methodolgies in order to address choices toward a
balanced trade-off between conflictual goals. In this perspective, Spa-
tial Multicriteria Decision Aiding methodologies can support decision
makers along all the steps of the process, moving from intelligence to
design and, finally, to choice phase. Within this approach, we have
focused on the intelligence phase with the purpose of defining a multi-
dimensional analytical framework aimed at mapping cultural heritage
with a special attention to the territorial features. The proposed frame-
work points out the challenge of structuring a decision problem related
to cultural heritage widespread along slow mobility routes. The pi-
lot case study is represented by an on-going cycle route that crosses
Northern Italy transversely. The results obtained are value maps that
provide recommendations for the definition of potential regeneration
strategies to be transferred to similar territorial contexts.

Multiple criteria decision analysis to compare hypothe-
ses of adaptive reuse for an iconic historical building
Beatrice Mecca, Isabella Lami, Francesca Abastante,
Salvatore Corrente, Salvatore Greco

The paper analyses six hypotheses of adaptive reuse of an iconic histor-
ical building in Italy (called "Borsa Valori") to identify the preferred al-
ternative of requalification, by using the conjunction of Multiple Crite-
ria Hierarchy Process (MCHP), ELECTRE III, imprecise SRF method
and Stochastic Multicriteria Acceptability Analysis (SMAA) (Corrente
et al. 2017). The MCHP takes into account the hierarchical struc-
ture of criteria on which the alternatives are evaluated; ELECTRE III,
taking into account three types of interaction effects between criteria
(strengthening, weakening and antagonistic effects), produces a partial
ranking of the alternatives at hand; the imprecise SRF method permits
to take into account uncertain preference information provided by the
DM, while the SMAA methodology permits to provide robust recom-
mendation, in terms of rankings and relations of preference, indiffer-
ence and incomparability between the project alternatives, at each level
of the hierarchy. The debate around the requalification of the "Borsa
Valori", conducted in the last two years, has been huge for several rea-
sons: the building is perceived as an historical "monument" by the cit-
izens; it shows extraordinary architectural and typological values with
a high reputation at the national level; it involves public and private
interests. Despite simulated, the decision process has been conducted
interfacing with experts involved in the real ongoing discussion.

1-

A branch-and-bound procedure for the resource-
constrained project scheduling problem with partially
renewable resources and time windows

Kai Watermeyer, Jiirgen Zimmermann

The resource-constrained project scheduling problem with partially re-
newable resources which is denoted by RCPSP/x has received rela-
tively less attention by the research community to this day. For the
RCPSP/r the capacity of each resource is given for an arbitrary subset
of time periods of the planning horizon whereby each activity with a
demand for this resource only consumes it if the activity is executed
during these periods. The partially renewable resources make it for
instance possible to model problems in the area of complex labor reg-
ulations. Our work focuses on the development of a branch-and-bound
procedure for a generalization of the RCPSP/m which takes minimal
and maximal time lags between pairs of activities into consideration.
The new enumeration scheme makes use of the fact that the consump-
tion of a resource by an activity is dependent on its start time. In each
search node the earliest time-feasible schedule is determined by a mod-
ified label correcting algorithm where each activity is restricted to cer-
tain time points. If the calculated schedule is not resource-feasible, the
resource conflict is reduced by excluding all start time points of an ac-
tivity with the same resource consumption, so that the given resource
conflict cannot occur in following search nodes. To improve the per-
formance of the branch-and-bound procedure we develop an efficient
destructive lower bound based on the relaxation of schedule dependent
start time windows.

An MILP formulation for the Multi-Mode Resource-
Constrained Project Scheduling Problem MRCPSP
Norbert Trautmann, Mario Gnigi

‘We propose a novel MILP formulation for the MRCPSP based on vari-
ables representing the assignment of the project activities to individual
resource units and the sequential relationships between activities that
are assigned to at least one identical resource unit. The model exhibits
advantageous performance for instances with long activity durations.

Selecting mixed-integer programming formulations for
resource-constrained project scheduling problems via
machine learning

Andre Schnabel

The resource-constrained project scheduling problem (RCPSP) de-
scribes the task of finding the shortest feasible schedule for a given
project. Several exact and heuristic solution algorithms as well as var-
ious mixed-integer programming (MIP) model formulations exist for
this problem. The relative performance of these different solution ap-
proaches depends on the structural characteristics of the project in-
stances. Furthermore, there is no single best solution approach that
consistently dominates the other approaches on all instances.

Throughout this talk, the construction of a MIP model formulation se-
lection tool for the RCPSP is documented. Generating the training data
involves the identification of useful instance characteristics and run-
ning a portfolio of competitive model formulations on representative
test sets. This data is then used as an input for different ML methods in
order to build a classifier that predicts the best solution approach for a
given instance. As two novel ML methods, we evaluated AutoML and
Deep Learning and present the corresponding numerical results. The
results show a high classification accuracy and a considerable perfor-
mance impact in comparison to only using the single MIP formulation
with the best performance on average.

Solution Methods for the Resource-Constrained Multi-
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Project Scheduling Problem with Flexible Project Struc-
tures
Luise-Sophie Hoffmann, Carolin Kellenbrink

In flexible projects it is not fully known it advance, which jobs have to
be executed. Hence, in addition to scheduling the jobs, in the resource-
constrained project scheduling problem with a flexible project structure
(RCPSP-PS) the project structure needs to be determined. In applica-
tion fields such as the regeneration of complex capital goods, mul-
tiple projects use the same renewable and non-renewable resources.
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Therefore, they have to be planned simultaneously. In this talk, the
resource-constrained multi-project scheduling problem with flexible
project structures (RCMPSP-PS) is presented. The objective of the
RCMPSP-PS is to minimize the total penalties for delay. For the pur-
pose of solving multiple flexible projects, different solution methods
are considered. A comprehensive numerical study indicates the per-
formance of these solution methods.
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Physical Internet in the Automotive Industry
Uday Venkatadri, Simranjeet Singh Chadha, Muhammed Ali
Ulku, Ana Cristina Mora Sanchez

We look at the application of the Physical Internet (PI) in the Auto-
motive Industry using the Mexican example. A case study for PI is
built centered around a network comprising automotive plants, domes-
tic Tier 1 suppliers, and ports through which parts are imported. The
PI logistics system offers natural advantages for the automotive indus-
try since smaller frequent consolidated shipments reduce inventory at
the plants. This research looks at the trade-off between transportation
and inventory costs for three networks: a traditional network involving
milk runs from the suppliers (or ports) to the plants, a PI system with a
PI-hub with directed shipments in to and from the hubs. An alternative
PI system considers milk-run deliveries to the plants from the hubs,
while the inbound transportation is direct.

Flexible terminal assignments in intermodal container
routing
Kris Braekers, Hilde Heggen, An Caris

This work focuses on intermodal rail transport. Logistics service
providers offer door-to-door container transport by combining long-
haul rail services between intermodal terminals with local drayage op-
erations by truck for transporting containers between customer loca-
tions and terminals. Traditionally, containers are assigned to terminals
and long-haul services before local drayage operations are planned.
However, this may be sub-optimal. Emerging concepts such as syn-
chromodality and the Physical Internet rely on the idea that contain-
ers are routed through an interconnected network of terminals depend-
ing on the network capacity, where customers are no longer concerned
about the actual routes the containers follow. In this context, we pro-
pose a new integrated container routing problem in which drayage op-
erations and long-haul rail services are planned simultaneously. As a
result, terminal assignments are not predefined, but are flexible: the
terminals and long-haul rail services to use depend on the current ca-
pacity availability and the opportunities to optimize local truck routes.
To solve this combinatorial optimization problem, a meta-heuristic al-
gorithm based on Large Neighborhood Search is proposed. Numerical
experiments based on a real-life case are performed to show the ad-
vantage of using flexible terminal assignments in intermodal transport.
Finally, it is demonstrated how the model may be applied to support
tactical decisions on the intermodal service network.

A Decision Support System to the last mile maritime
container distribution problem in the context of the
Physical Internet

Teresa Pereira, Manuel Lopes, Luis Ferreirinha

The constant and hasty development of economic globalization is in-
creasing the complexity of transport networks and causing significate
changes in cargo transport, prioritizing customer service over an ef-
fective and efficient low-cost distribution. Last mile transportation of

containers is a process that can be optimized to bring benefits to stake-
holders: shipping agents, freight forwarders, carriers, companies, ports
and society. This paper proposes a Decision Support System (DSS) to
optimize the last mile of maritime containers in the distribution chain
in an integrated overview of Physical Internet. A three-stage algo-
rithm is proposed. In the first stage, a multi-criteria model selects from
the available fleet, the trucks with the best rankings. In the second
stage a LP optimization model assigns the containers to the trucks,
maximizing the number of transported containers. In the third stage
a meta-heuristic solves a dynamic VRP. Ten random instances were
computed to validate the algorithm. The developed DSS allows to al-
locate the closest empty trucks and give the respective quotes automat-
ically, based on predefined criteria and the proposed algorithm. The
result will lead to a better management of infrastructures, reduction of
environmental footprint, increase customer’ service level, reduction of
empty kilometers, less cost and reduction of the receipt period and a
more collaborative framework.
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Considering emissions in the network design and fre-
quency setting problem with a heterogeneous fleet
Javier Duran Micco, Pieter Vansteenwegen

This work addresses a variant of the Transit Network Design and Fre-
quency Setting Problem (TNDFSP). The TNDFSP usually considers
only the passengers’ and the operator’s point of view. However, we
show it is worthwhile to consider also the emissions already during
this planning phase. A bi-objective memetic algorithm (MA) is pro-
posed where both the total travel time and the CO2 emissions are min-
imized. The analysis considers a heterogeneous fleet, meaning that
buses of different sizes and technologies can be assigned under a bud-
get constraint. Numerical experiments show that the MA performs
as well as state-of-the-art algorithms where CO2 emissions are not
considered, obtaining very good solutions under reasonable comput-
ing times. Additionally, several experiments are performed to observe
the effect of incorporating CO2 emissions and a heterogeneous fleet
into the TNDFSP. It is shown that significant reductions in the emis-
sions can be achieved while only slightly increasing the total travel
time and maintaining the cost, compared to the solution aiming at min-
imizing travel time. In the tested instances, the emissions can be re-
duced around 30% by increasing the travel time only around 1.5%.
Even in the scenario with a homogeneous fleet, emissions can be re-
duced around 8% increasing the travel time less than 1%. Those results
clearly demonstrate the benefits of considering both the CO2 emissions
and a heterogeneous fleet during the design stage of public transport
systems.

A comparison of unscheduled fixed-route minibus-taxis
and pooled ride-hailing in a model of Cape Town
Gregor Leich, Kai Nagel

Minibuses operating on fixed routes, but without a schedule, constitute
informal public transit systems often found in developing countries. In
Cape Town, South Africa, the so-called minibus-taxis proceed along
a fixed route picking up and dropping off passengers along the way
(there are no fixed stops).

In recent years transportation network companies like Uber started to
offer dynamic ride-hailing with passenger pooling. These services are
not restricted to fixed routes. Instead the passenger can specify pickup
time and location as well as dropoft location. This potentially allows
for a better adaptation to the passengers’ needs while still bundling
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multiple passenger trips to be served by the same vehicle at the same
time.

A simulation study for Cape Town using a microscopic simulation
model (MATSim) investigates expected changes in travel time and
operation cost for replacing today’s minibus-taxis with a pooled ride-
hailing service. Our results indicate that, when using the same number
of vehicles and the same capacity per vehicle, the ride-hailing fleet is
very overloaded, so wait and in-vehicle times increase significantly.
This suggests that minibus-taxis on fixed routes are more efficient in
bundling passengers with different origins and destinations.

Optimal fleet allocation for skip-stop strategies in rail
transit lines

Ramon Piedra de la Cuadra, Juan A. Mesa, Francisco A.
Ortega Riejos, Miguel Angel Pozo

The Skip-Stop operation consists of offering shorter travel times to a
larger number of passengers by selecting a group of low-activity sta-
tions, where trains do not stop to pick up or let off passengers. In
railway systems, a skip-stop mechanism may be used to reduce travel
time of particular trains by not stopping (skipping) at less densely pop-
ulated stations. The travel time between stations consists of five com-
ponents, usually identified as phases of acceleration, constant speed,
inertia, braking and downtime. The operation of omitting stops re-
duces the travel time for the users within the vehicle and increases the
speed of operation in the provision of new transit services. But, other
users will experience, if this strategy were applied, a longer time of
waiting, accessing, exiting and, possibly, transferring. The determinis-
tic approach of this strategy pattern for a one-way single track consists
of classifying stations along a line into three groups: A, B and AB.
The trains in line A stop at the A and AB stations, while the trains
belonging to line B stop at the B and AB stations. We propose to de-
termine a Skip-Stop strategy through a two-phase methodology. In the
first, we find the optimal strategy of skipping stops for a given train
fleet and, in the second phase, we will develop the concept of proxim-
ity between configurations of train itineraries and, in accordance with
the Hall method, design a Math-heuristic that optimizes the Skip-Stop
strategy.

A Grid based evaluation technique for passenger rout-
ing in bus line planning.
Evert Vermeir, Pieter Vansteenwegen

In bus line planning, a public transport company needs to decide which
possible bus stops will be served, in what order. This is a computa-
tionally heavy procedure. Especially the calculations of the passenger
routing are very time consuming. Every time a change to the public
transport network is considered, the passenger routing has to be recal-
culated entirely. To make it possible to construct a high quality line
plan for large networks in a reasonable amount of time, more efficient
evaluation techniques are necessary. This will also be needed if you
want to integrate other planning stages, like timetabling, into the line
planning procedure. We developed a Grid based approach to evaluate
the passenger routing locally. We observed that a passenger is more
likely to be impacted by a change if he is already travelling close to
said change. When evaluating the impact of a change, a part of the
network is cut out. The method then assumes that all routes that travel
through this cut, will still enter and leave this area at the same location,
even after a change has been made to the network. Only the routing
inside the cut will change. The computational effort required to recal-
culate the passenger routing in such a cut-out network is quasi constant
with respect to the problem size and only depends on the size of the cut.
This makes the method scale nicely with overall problem size. This re-
search was funded by FWO (Research Foundation Flanders; project
G.0853.16N).
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Response plan in disaster management considering the
population behavior in evacuation in a flood
Pamela P. Alvarez, Francisca Carrera, Andrés Bronfman

Chile is a country highly exposed to the occurrence of natural events,
which can cause disasters that significantly affect the population and
the environment. Proper preparation, with response plans for these
events, is crucial to save lives, reduce the suffering of the population
and contribute with the resilience. To approach the problem, a method-
ology is proposed that allows to establish actions of preparation and
response to flood disasters due to the occurrence of an alluvium. The
problem of (i) location of shelters and warehouses with capacity re-
strictions is addressed, (ii) allocation of particular population groups
to shelters, (iii) allocation of warehouses to demand points, and (iv)
pre-positioning of multiproduct stock in warehouses. A response plan
to a flood disaster is obtained as a result. To apply this methodology
also is necessary to include information on the behavior of the popula-
tion in evacuation. It is important to know the number of people that
decide evacuate, and the percentage of them who go to the enabled
shelters. The methodology was implemented in the city of Copiapd,
Chile; considering the number of evacuees through a survey study in
which the main incident factors for evacuation decision making are
determined.

Integrating network vulnerability assessment, resource
allocation strategies and design operations: A unified
approach for Critical Information Infrastructure Protec-
tion

Annunziata Esposito Amideo, Luca Faramondi, Maria Paola
Scaparra, Roberto Setola

Critical Infrastructures (CI) are those physical and virtual assets, net-
works and systems whose disruption can have a debilitating impact on
vital societal functions, thus affecting a nation’s security, economy, and
public health and safety. This work focuses on a specific category of
CI, namely the Critical Information Infrastructures (CII), such as back-
bone networks that ensure connectivity among distributed systems in
order to allow remote monitoring, access control, data sharing as well
as payment services. It is clear that CII are key elements in produc-
tion and service systems given that even a local failure at the single CII
level (e.g., shut down servers, interrupted cable connections, etc.) may
prompt far-reaching adverse effects on the CI relying on it. Informa-
tion infrastructure security can be improved through the optimal allo-
cation of protective resources among system components. This work
presents a novel linear bi-level program for the protection of CII, inte-
grating network survivability assessment, resource allocation strategies
and design operations, namely the Critical Node Detection Problem
with Fortification (CNDPF). The CNDPF is solved through a decom-
position method based on Super Valid Inequalities (SVI) and through
a Greedy Constructive and Local Search (GCLS) heuristic. Compu-
tational results are reported for real communication networks and for
different levels of both disaster magnitude and protection resources.

Planning of replacement services in case of metro dis-
ruptions
Alexander Kiefer, Karl Doerner, Michael Schilde

The presented work deals with severe metro disruptions and providing
alternative routes for the affected passengers. In some cases passen-
gers may resort to other already existing lines, including tram and bus
lines, if they operate in close proximity to the disruption. In other cases
replacement services with shuttle buses need to be established. Since
usually only very few vehicles and drivers are on standby at depots,
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buses from existing lines have to be relocated to the newly established
lines. Hence, the headways of the existing lines have to be adjusted.
The lexicographic objective first minimizes the number of unserved
customers. Second, the number of established shuttle lines should be
minimized, as each shuttle line causes disruptions by itself, i.e., by
personal rescheduling, headway adjustments, etc. Finally, the travel
times of the affected passengers should be minimized. A mixed integer
programming model has been developed to construct the shuttle lines
and adjust the headways of all lines. The model is tested on instances
of the Viennese public transport network and is able to provide opti-
mal solutions within hours for instances where only smaller regions
are considered. These solutions can then be used to provide recovery
plans for standard cases. However, in the general case plans have to
be generated from scratch quickly. Therefore, a genetic algorithm has
been designed to provide solutions within a few minutes.

Trade-offs Between Vulnerability and Recoverability in
Interdependent Infrastructure Networks
Kash Barker, Deniz Berfin Karakoc, Andres Gonzalez

Critical infrastructure networks form the backbone of societies as these
networks provide key resources for economic productivity, health, and
the way of life of citizens across the globe. Thus, the pre-disruption
preparedness and post-disruption recovery of these networks against
external stressors represent a vital consideration for risk management
given the size and frequency of natural disasters, among other kinds
of disruptions. Pre-disruption investments could reduce the vulner-
ability levels of network components, thus reducing the impact of a
disruption. And post-disruption investments could enhance recover-
ability to more swiftly regain the functionality of networks. Naturally,
there exists a trade-off between resources (i.e., time and money) in-
vested before a disruption relative to after. In this study, we extend
a resilience-driven multi-objective mixed-integer programming model
for interdependent infrastructure network restoration scheduling to ac-
count for pre-disruption investment planning to harden network com-
ponents. This extended version of the model enables an analysis of
trade-offs between preparedness and recovery resource investment op-
tions for interdependent infrastructure networks, while also examining
the impacts of disruptions to communities of varying social vulnera-
bilities. Finally, the proposed approach is illustrated with a study of
interdependent infrastructure networks in Shelby County, Tennessee,
USA.
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Locating hyperplanes for multisource linear regression
and clustering
Justo Puerto, Victor Blanco, Alberto Japon Sdez, Diego Ponce

This talk considers the problem of locating a number of hyperplanes
in order to minimize the overall aggregation of the residuals taking
into account that each data (location) point must be allocated to the
hyperplane that induces the minimum residual. In addition, although
in many applications the measure of error is given by the vertical dis-
tance from the data points to the fitting bodies, we extend that approach
considering norm-based distances to account for the residuals. Sev-
eral objective functions are also considered, among them the sum of
squared, the sum, the maximum and the $k$-centrum of the distances.
This problem extends the classical continuous p-median problem to
the case where the facilities to be located are hyperplanes rather than
points.

We develop a general mixed integer second order cone formulation to
deal with the general problem of locating p hyperplanes and norm-
based residuals. In addition, we also give a reformulation based on a

set partition representation of the problem that gives rise to a branch-
and-price algorithm able to handle larger sized problems. Preliminary
computational experiments show the performance of our formulations
and the usefulness of the set partitioning approach.

2 - A branch-and-bound algorithm using Lagrangian relax-
ation to solve the radius formulation of the p-median
problem
Minerva Martin del Campo, Sergio Garcia Quiles

The p-median problem is one of the most important problems in dis-
crete location. It was originally defined by Hakimi in 1964 as a net-
work problem and later formulated as an integer linear programming
problem by ReVelle in 1970. The most recent exact method to solve
the p-median problem is a radius formulation where the problem is
formulated as a set covering problem. The algorithm proposed there
starts with a partial formulation and develops a row generation tech-
nique to add more inequalities as needed. This strategy is embedded
in a branch-and-bound algorithm and it is able to solve very large in-
stances with several thousands of nodes. However, it does not work so
well for problems with small values of p.

In this work we have developed a heuristic method based on La-
grangian relaxation and branch-and-bound to obtain good solutions.
The radius constraint is relaxed to form the Lagrangian dual problem
and subgradient optimization was used to solve it. If the full set of
radius constraints is relaxed, the dual problem can be solved quickly.
This relaxation is used in a branch-and-bound algorithm to find lower
bounds at every node. We carry out a computational study to test the
efficiency of this method.

3 - Location of Base Stations Considering Changes in
Users Locations
Shokri Selim

We consider the classical problem of locating base stations to serve
users in a given geographical area. An interesting case is where the
user location is expected to change over time. For example, if the
users are moving to attend a sports event or a concert in a remote area
which is not usually served by mobile stations. Another example, is
where a new residential area is being established and it is expected that
new extensions will be developed over time. We develop a mixed inte-
ger program that finds the optimal location of base stations at different
times periods such that the total cost is minimized. A detailed example
will be presented.

4 - Shared Facility Location Problem
Mercedes Pelegrin, Alfredo Marin

We consider and study a variant of the classical discrete facility loca-
tion problem in which decisions are on opening facilities and allocat-
ing customers to them. The modifications we introduced are: (i) some
pairs of customers must share a facility in order to receive a common
service and (ii) every customer has to be allocated to two different fa-
cilities. Several integer programming formulations are developed and
compared; strategies to tighten the formulations are also explored. Our
computational experience shows the practical relevance of our theo-
retical findings for a wide-ranging test-bed consisting of 200 problem
instances.
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A hybrid simulation-optimisation approach for schedul-
ing airport ground service equipment

Yagmur Simge Gok, Maurizio Tomasella, Daniel Guimarans,
Cemalettin Ozturk, Silvia Padron

Airport ground service equipment (GSE) planning and scheduling
problems have taken much interest within the OR/MS community in
the past few years. Interest has increased partly because of a sus-
tained growth in the number of scheduled flights and related airport
congestion and operational complexity. There are different aspects to
approach the GSE planning problem, both ahead and during the day of
operation. In this study, we work at the tactical level to develop daily
robust allocations of GSEs based on the scheduled flights and fore-
seeable disruptions. We focus on the uncertainty involved to achieve
robust and resilient operations with respect to GSE allocation. We in-
tegrate simulation within an overall Simulation-Optimization method,
falling within the family of so-called Simheuristics, to deal with the
uncertain factors of GSE allocation. The problem has a marked com-
binatorial nature, where metaheuristics help to efficiently explore the
search space and lead towards more robust solutions. Reliability is
evaluated thanks to the inclusion of simulation at key steps of the over-
all methodology, providing feedback to guide the search method to-
wards more robust solutions.

Airline schedule planning under infrastructure con-
straint and with customer choice evaluation
Sébastien Deschamps, Axel Parmentier

The schedule planning problem aims at choosing the set of flight legs
operated by an airline so as to maximize its revenue. The difficulty of
this optimization problem is that it links two sub-problems, both chal-
lenging on their own. On one side, the planning must be operable with
the assets of the airline. An ever growing constraint is the scarcity of
slots in hubs in a context where air traffic grows faster than airport in-
frastructures. And on the other side, evaluating the revenue requires
to model demand and customer choices on each origin-destination op-
erated by the company, spill and recover, and decision of the airline
revenue management to affect capacity between different itineraries
sharing the same leg. Due to connections, the number of itineraries
potentially operated is very large. Leveraging a logit model for cus-
tomer choice, we propose a linear program for this second subproblem
that models spill and recover and airline choice. And we integrate it in
a mixed integer linear program for the complete schedule planing prob-
lem. This problem being challenging for present day MILP solvers, we
propose a Benders decomposition approach to solve it.

Flight cost effectiveness of domestic airline flight
schedules
Hamdan Al Fazari

This paper considers the planning of flights operated by airlines in a
domestic network. It develops a framework to assist the flight man-
ager of a domestic airline in assessing the cost efficiency of a sched-
ule for a given flight plan. The proposed framework is based on the
construction of a flight connection graph which is built from the con-
sideration of preceding constraints resulting from the flight schedules,
the planned flight connections, the aircraft, and the crew and commer-
cial staff assignment to the flights operated by the airline. Then time
margins between successive flights can be computed. An optimization
problem is formulated to take efficiently into account in-flight delay
absorption capabilities of the considered flights, resulting in a flight
cost optimized time table for the flight plan. This leads also to the
optimized definition at the domestic network level of the cost indexes
assigned to each flight. A medium size case study is developed to il-
lustrate the proposed approach.

Airline crew scheduling with retiming, dynamic aircraft
rotation and complex connection rules.
Waldemar Kocjan

Airline crew planning is usually divided into several problems solved
separately. In this presentation we consider the crew pairing problem,
a task of finding a set of anonymous crew trips covering all the flights.
This corresponds to solving the set covering problem. The complex

rules which trips needs to follow are influenced by other planning
stages like timetabling and fleet planning. Typically, aircraft routes
constructed during the fleet planning stage influence crew connection
time allowing shorter connection time if the crew does not change an
aircraft. Also small adjustments to the timetable may give cheaper
crew solutions. On the other hand adjustments to both crew connec-
tion and to the time table can make aircraft routing infeasible. Simple
connection rules are handled by plane count constraints. Those con-
straints fail however to maintain aircraft feasibility for more complex
rules. In the Jeppesen Crew Pairing system we maintain aircraft feasi-
bility by adding dynamically generated aircraft feasibility constraints.
In this presentation we will describe how this is done in practice and
what impact does it have on airline planning.
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No-regret learning in time-varying games

Benoit Duvocelle, Panayotis Mertikopoulos, Mathias

Staudigl, Dries Vermeulen

In this paper, we examine the long-term behavior of regret-minimizing
agents in time-varying games with continuous action spaces. In its
most basic form, (external) regret minimization guarantees that an
agent’s cumulative payoff is no worse in the long run than that of
the agent’s best fixed action in hindsight. Going beyond this worst-
case guarantee, we consider a dynamic regret variant that compares
the agent’s accrued rewards to those of any sequence of play. By prop-
erly adapting a restart procedure pioneered by Besbes et al. (2015) we
show that players are able to achieve no dynamic regret against any test
sequence whose total variation grows sublinearly with the horizon of
play. In particular, specializing to a wide-class of no-regret strategies
based on Mirror Descent, we derive explicit rates of dynamic regret
minimization, both in expectation and in high probability. We then
leverage these results to show that players are able to stay close to a
Nash equilibrium in time-varying monotone games and even converge
to equilibrium if the sequence of stage games admits a limit.

On first and second order sweeping process

Florent Nacry

Sweeping process has been introduced and studied by J.J. Moreau in
1971 as a constrained first order differential inclusion. Such evolution
problems are described through the normal cone of a convex moving
set and can be seen as a particular (differential) variational inequality.

Due to its many applications (crowd motion, nonregular electrical
circuits, allocation mechanisms in Economics, nonsmooth mechan-
ics,...), various and numerous extensions of the original problem by
Moreau has been developed over the years (BV, nonconvex, second
order, stochastic, in Banach spaces, perturbed,. . .).

Roughly speaking, the so-called Moreau sweeping process can be han-
dled in three major ways that we will briefly recall in our presenta-
tion: regularization (via ODE), reduction (to an unconstrained differ-
ential inclusion) and catching-up algorithm (a kind of Euler’s explicit
scheme).

This presentation is devoted to the existence of a new evolution prob-
lem which encompasses two among the most popular variants of
sweeping process. Here, our moving set will be prox-regular in a gen-
eral Hilbert space and allowed to jump (BV). After giving the neces-
sary preliminaries on prox-regularity, we will focus on the construction
(thanks to a suitable new version of the Moreau’s catching-up algo-
rithm) of a trajectory solution.
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Dynamics of generalized Nash games and evolutionary
games
Monica-Gabriela Cojocaru

In this talk I plan to introduce an evolutionary generalized Nash game
(eGN). Generalized Nash games were introduced in the 50’s, and rep-
resent models of noncooperative behaviour among players whose both
strategy sets and payoff functions depend on strategy choices of other
players.

Among these games, a specific class is represented by evolutionary
games, which consist of populations where individuals play many
times, against many different opponents, with each contributing a rel-
atively small contribution to the total reward. Given strategies 1, ...,
n, an individual of type i is one using strategy i, where xi is the fre-
quency of type i individuals in the population. Thus the vector x =
(x1, ..., xn) in the unit simplex is the state of the population. Inter-
action between players of different types can be described by linear
or nonlinear payoffs. One known dynamic evolution of such a game
is described by a replicator dynamics. However, assuming constraints
imposed on the strategy sets of players (upper limits on resources for
instance) the classic replicator dynamics is not appropriate anymore.

In these cases we show that we can reinterpret the game dynamics of
an eGN differently. The new dynamics and its relation to evolutionary
steady states is investigated.
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Online survey to test fairness principles for public in-
frastructure planning
Judit Lienert, Sara Zuercher, Rudolf Vetschera

Public infrastructure decisions affect many citizens. They bring vari-
ous benefits, but also cause monetary, environmental, and social costs.
A fair decision-making procedure resulting in a fair outcome is thus
important in this context. Various fairness concepts are presented in
the literature, raising the question which concepts are adequate in ap-
plications to public infrastructure planning. Our study aims at closing
this gap. We conducted an online survey in the German speaking part
of Switzerland with 472 respondents. We asked for their perception on
fairness principles concerning the decision to change from the current
centralized wastewater treatment system to novel decentralized sys-
tems. While the latter have many potential advantages, they are not yet
widespread in industrialized countries. Our questions aimed at testing
principles of distributive justice, namely equality, equity, and need as
well as procedural justice. Equality implies that every person receives
the same share of a resource, equity that a person receives according to
her contribution, and need allowing a person to cover his basic needs.
We designed three vignettes illustrating different situations to test these
principles. Our hypotheses, based on the literature, were mainly con-
firmed: Equity was perceived as more fair than equality, implying that
ones’ contribution should be acknowledged. A decision-making pro-
cess was perceived as fair, if it complied with the criteria for procedural
justice.

Understanding stakeholder learning processes to im-
prove computer technology for forecasting floods in
Africa

Francisco Silva Pinto, Judit Lienert

Flooding by large rivers in West Africa is of great concern, projected to
increase with climate change. Information and Communication Tech-
nologies (ICT) that can forecast flood events and give reliable alarms
are of high importance. We present the EU-Horizon 2020-project
FANFAR. It aims at adapting such ICT systems to West-African con-
ditions in close cooperation with local institutions. To achieve this, we
need to identify user needs and co-develop technologies and capacities.
When adapting an ICT system to a specific context, there is an inherent
learning process. This can result in behaviour changes of stakeholders
that need to be considered for a sustainable uptake. Such changes may
be induced by external (e.g. floods during the rainy season) or inter-
nal events (e.g. workshops), or differentiated stimuli (e.g. intervention
types). To assess learning processes and related behaviour changes
in this complex environment, we evaluate its development throughout
the project. We will compare a baseline scenario (initial situation re-
garding operational flood forecasts and alerts) for the main interested
actors with their preferences over time. Specifically, to better adapt the
ICT system to user needs, we will use an MCDA model and different
types of interventions at pinpoint times. Our aim is to understand the
learning process in terms of user preferences regarding objectives , the
technical system (alternatives), and behaviour changes (perception of/
interaction with system).

Multi-objective survey design for the range-wide as-
sessment of snow leopards
Ian Durbach

Modern wildlife assessment methods make extensive use of non-
invasive survey methods such as arrays of cameras or acoustic
recorders to estimate the size of animal populations. Decisions about
where to place the detectors are often an informed but informal com-
promise between statistical sampling theory and non-statistical consid-
erations like accessibility and cost, some of which are difficult even to
quantify. We report the initial development phases of multi-objective
decision support for the first global survey of snow leopards, which
samples a vast area of mostly high altitudes and sparse human popu-
lations, using surveys to be conducted over several years by a diverse
group of governmental and non-governmental organisations, each with
their own objectives, regions of interest, and resource constraints. We
report the problem structuring approaches used, the formulation of the
problem as a multi-objective portfolio optimization problem, and de-
velopment of interactive software used to assess candidate designs.

Beyond the multicriteria decision aiding process: A
post-project monitoring of involved stakeholders in an
urban planning case study

Francis Marleau Donais, Irene Abi-Zeid, Edward Owen
Douglas Waygood, Roxane Lavoie

Following the development of several multicriteria decision aiding
(MCDA) methods over the last decades, numerous decision-aiding
tools based on MCDA and group workshops are now used in the en-
vironmental field. These MCDA tools are technically accurate and
are meant to improve decision processes. Moreover, the development
and use of these tools contribute to developing interdisciplinary knowl-
edge or improving communication. However, the lack of post-project
monitoring can lead to a misunderstanding of some of these intangi-
ble impacts thereby limiting the improvements of MCDA practises. A
better monitoring of post-MCDA processes can lead to better adapted
decision-aiding tools as a function of the different stakeholders’ per-
spectives and the diversity of their interactions with MCDA tools. This
research aims at developing and applying a qualitative strategy to mon-
itor implemented MCDA projects. The cartographic MCDA tool pri-
oritizing the redesign of streets into Complete Streets in Quebec City
was analyzed as a case study. Two years after the project, individual
interviews were conducted with Quebec City professionals that cur-
rently use or have participated in the development of the tool. Further,
group interviews with professionals from other cities contributed to
our understanding of how a similar project can be applied in different
contexts. This research allowed us to identify opportunities and limits
to the project, but also solutions to enhance current MCDA practices.
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A generic multi-commodity heterogenic energy market
design for joint balance of energy, reserves, options
and transmission rights

Eugeniusz Toczylowski

A generic multi-commodity market design model (Toczylowski 2000)
was proved to be a promising theoretical framework for long-term evo-
lutional development and integration of the heterogenic energy market
designs. The market segments are in the form of the multi-commodity
auctions for improved coordination between renewable and nonre-
newable energy, energy options and reserves products, and obligation
transmission rights trade, under the DC transmission flow model con-
straints. The approach allows us to achieve the multi-commodity mar-
ket balance for joint energy, reserves, options and transmission rights
products through joint dispatch/optimization and market clearing.

Firm- and country-level determinants of green invest-
ments: An empirical analysis
Stefan Wendt, Thomas Walker, Wangchao Yuan

This paper examines the determinants of corporate green investments
(GI) by using a series of both firm- and country-level factors. We use
environmental expenditures as a proxy for green investments on a firm
level. We find that bigger firms tend to invest more in green projects,
whereas firms that are more profitable are less likely to go green. In
terms of country-level determinants, we find that GDP per capita and
surface area are negatively related with GI, while population is posi-
tively associated with GI. Firms in English common-law countries and
English-speaking countries invest less in GI than firms in other coun-
tries. To verify the results of our country-level determinants, we also
perform a country-level test that employs a country’s ecological foot-
print as the proxy for GI. The results of the latter analysis are mostly
in line with the results of the firm-level analysis.

What triggers electric vehicle adoption? A cross-

country study
Supriya Kumar De, Rajeev Ranjan Kumar, Apalak Khatua

Considering the recent climate change and global warming, the adop-
tion of electric vehicles (AEV) becomes a viable and sustainable option
to lower the emission of greenhouse gases. Hence, AEV has gained the
attraction of policymakers and academicians. Prior studies have ex-
plored various antecedents of AEV which ranges from gasoline or elec-
tricity price to population, GDP, education and so on. These studies are
mostly from developed economies due to the scarcity of data. In con-
trary to these studies, we have considered panel data from 21 countries
during the period 2011 to 2017, but we observe that for a few coun-
tries consistent data is not available for all these years. To overcome
the constraint of missing data, we have employed moving average and
linear imputation techniques. It is worth noting that most of our vari-
ables are trend variables. Hence, we also control for heteroscedasticity
and autocorrelation issues in our generalized least squares (GLS) anal-
ysis. We have considered total electric vehicles as well as yearly sales
of electric vehicles as our dependent variables. Our findings suggest
that the trend of AEV is positive during our study period. We note a
negative relationship between AEV and CO2 emissions. We also find
that the infrastructural environment required for electric vehicles, such
as lower batter cost and availability of chargers, enhances AEV. Inter-
estingly, we observe that AEV is challenging in bigger countries with
a huge population base.

4-

The impact of low-carbon policy on stock returns
Alessandro Ravina, Rania Hentati-Kaffel

Low-carbon transition risk originates from the attempt to achieve a
low carbon economy. It follows that the essential property for an en-
tity to be subject to the risk is GHG emission. This article has a stated
objective: it aims at filling a void in the literature by developing an as-
sessment methodology for low-carbon transition risk at portfolio level.
The article puts forward an instrument able to capture carbon footprint
patterns in average stock returns. This is achieved by providing an
environmental extension of Fama and French’s five factor model: this
specification is directed at capturing size, profitability, investment and
carbon footprint patterns in average stock returns and, therefore, in-
clude climate change risks into the traditional financial risk analysis
framework. The returns to be explained are value weighted excess re-
turns on five clusters (portfolios) of stocks obtained by implementing a
K-means algorithm on the STOXX Large index.In the end, due to data
availability, 104 stocks have been retained out of 200. The Monthly
excess returns considered range from Q1 2000 to Q4 2015. The sen-
sibility of stock portfolios excess returns to environmental policy has
been isolated: as expected, carbon intensive portfolios underperform
green portfolios in case of aggressive climate policies. The cluster that
includes carbon intensive and big capitalization stocks is the most im-
pacted (highest sensibility) by environmental policy.
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Recent Improvements to the SAS MILP Solver
Philipp Christophel, Imre Polik

The SAS MILP solver is under continuous development to improve its
performance and widen the kind of instances it can reliably solve. This
talk will discuss recent improvements to parts of the solver such as
presolver and simplex implementation and discuss their effect on the
overall performance.

RLT Cuts for Mixed Integer Linear Programming
Tobias Achterberg

Reformulation Linearization Technique (RLT) cuts are an important
ingredient to solve non-convex mixed integer quadratically constrained
problems (MIQCPs). Many solvers for this problem class work on an
LP relaxation of the problem, in which the McCormick relaxation is
used to linearize the quadratic constraints. To do so, one introduces
auxiliary variables to represent the product terms that appear in the
quadratic constraints.

The main idea of RLT cuts is to multiply a linear constraint by a prob-
lem variable and then substitute the resulting product terms with the
existing auxiliary product variables. The resulting constraint is again
linear and can be added as a cutting plane to the LP relaxation.

In this talk we show how the same technique can be applied to mixed
integer linear programs. Variables that model products of two binary
variables or a binary and a non-binary variable are discovered in the
MILP model and used to substitute the products in the RLT cut scheme.
Computational results are presented to illustrate the effect of these cuts
in the current development version of Gurobi 9.0.

CPLEX 12.9: performance, multiobjective and modeling
assistance callback
Xavier Nodet
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CPLEX 12.9 has been released and brings exciting improvements and
new features. In this session, we will present this new version: - more
performance on LP, MIP and other problem categories - with multi-
objective solve capabilities, you can express hierarchies of objectives
and let CPLEX provide you the solution that optimizes the value of the
various objectives in this hierarchy, controlling whether degrading an
objective is allowed in order to improve on the next ones. - with the
new Modeling Assistance callback, you can filter the warnings about
your model that CPLEX provides. This allows you to focus on specific
parts of your problem, or specific warning types, and help you find
devise better models.

Recent developments in the FICO Xpress-Optimizer
Timo Berthold

‘We will present what is new in the linear, mixed integer and non-linear
programming solvers within the FICO Xpress Optimization Suite.
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Sharing Manufacturer’s Demand Information in a Sup-
ply Chain with Price and Service Effort Competition
Albert Ha, Shilu Tong, Yunjie Wang

We study the incentive for a manufacturer to share private demand in-
formation with two retailers who compete on price and service effort
under a linear wholesale price contract. Without information sharing,
the wholesale price may be distorted upward or downward due to a sig-
naling effect. Information sharing allows the manufacturer to alleviate
the signaling effect and influence downstream competition. We de-
rive conditions under which the manufacturer shares information with
none, one or both of the retailers. We also conduct sensitivity analysis
to investigate the impact of some parametric changes on the informa-
tion sharing equilibrium outcome as well as the firms’ profits.

Designing Pricing Mechanism for Retailers under Com-
petition, Spatial Differentiation and Product Differentia-
tion

Tania Saha, Sumanta Basu, Arnab Adhikari, Megha Sharma

Selection of an appropriate pricing policy plays an instrumental role
in the profitability and growth of retailers operating in geographically
separated markets. Spatial price discrimination (discrimination based
on location) and product differentiation are crucial factors in such a se-
lection. Most of the papers empirically analyzed the impact of product
differentiation or spatial differentiation on the pricing decision. Also,
they ignore the importance of the joint impact of both these factors
on pricing strategy. We use an analytical approach in designing a re-
tailer’s pricing mechanism by including both product differentiation
and spatial differentiation under competition. In our model, two re-
tailers having monopoly power in their respective domestic market en-
gages in price competition with each another in the international mar-
ket. We study all the possible scenarios when both the retailers adopt
the same pricing mechanism (uniform or spatially-differentiated) and
when both select different pricing mechanism (one selects uniform and
other selects spatially-differentiated). We study both cases when they
take pricing decisions simultaneously and when they take sequentially.
For each case, we analyze insights related to the impact of market size,
product differentiation, change in pricing mechanism (from uniform
to spatially-differentiated or vice-versa) on the price and profitability,
along with the conditions associated with dominant and coordinating
pricing strategy.

3-

Sustainable or Not? Role of Valuation Uncertainty and
Operational Flexibility on Product Line Design
Iva Rashkova, Lingxiu Dong, Weiqing Zhang

The rise of sustainability-conscious consumers has led to record de-
mand for sustainable food products, such as organic, eco-friendly, fair
trade, etc. This market trend presents a profit-increasing opportu-
nity for the big food companies, which have dominated the market
based on traditional attributes such as taste. Yet, taking advantage
of this opportunity is challenging due to lack of information on con-
sumers’ valuation of sustainability and increased technological costs.
We present a model of a monopolist developing and producing conven-
tional and green products to serve a two-segment market consisting
of sustainability-conscious and sustainability-neutral consumers. We
identify the mechanisms driving the firm’s optimal strategy as canni-
balization, including market and quality cannibalization, and sustain-
ability upgrade. The former represents the profit loss from introducing
green products, while the latter accounts for the profit gain from sus-
tainability consumption. By disentangling the firm’s development and
production decisions, we find that the firm might develop conventional
products only, but never green products only. Nevertheless, it might
decide to produce green products only for the entire market, thus leav-
ing the green segment with a positive consumer surplus. Finally, our
model identifies the practice of development waste - resources spent
on developing a product that is ultimately not produced.

The on-demand bus routing problem: the importance of
bus stop assignment
Lissa Melis, Kenneth Sérensen

Even though public bus transport is still largely bound to fixed routes
and fixed timetables, technology would allow for a large-scale shift to
on-demand public transport in the near future. In such an on-demand
system, buses would drive along routes completely determined by the
demand of passengers. To support the routing of on-demand buses we
define a new optimization problem: the on-demand bus routing prob-
lem (ODBRP), which combines the dial-a-ride problem (DARP) with
bus stop selection, introduced in the school bus routing problem. Given
a set of requests for transportation, indicating a passenger’s departure
and arrival location, as well as his/her preferred arrival time, the aim of
the problem is to (1) assign each passenger to a departure and arrival
bus stop within walking distance, and (2) develop a set of bus routes,
picking up passengers at their departure stop and delivering them to
their departure stop before their preferred arrival time. The first deci-
sion is called bus stop assignment. The goal is to group customers so
that the bus can avoid extra stops and detours. This way there is more
flexibility for the routing and the efficiency of the system increases. In
this talk, we present the ODBRB and we investigate the positive impact
of bus stop assignment on the solution quality, using a straightforward
heuristic. Further, we determine the parameters (number of requests,
fleet size, number of stations, etc.) most influencing this impact.
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Modeling multi-stage decision making under incom-
plete and uncertain information
Viktor Bindewald, Fabian Dunke, Stefan Nickel
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We consider multi-stage optimization problems with uncertain future
data. Several methodologies are available for this problem class, such
as online optimization, multi-stage stochastic programming and multi-
stage robust optimization. However, these methodologies all differ in
nuances such as end of planning horizon, required data or objective
function character. In practice, information about the future is only
available for a rather narrow time window and not for the entire de-
cision horizon. Typically, new information is revealed gradually and
information concerning later periods is based on forecasts. Hence, the
multi-stage problem dissolves into a series of highly coupled snapshot
problems that contain uncertain parameters. In this talk we present a
new modeling framework for multi-stage problems that incorporates
all three methodologies on the snapshot problem level, thus providing
the decision maker with a rich toolbox from different fields. Our frame-
work is highly customizable: it allows to switch between methodolo-
gies in reaction to changing risk attitudes and covers problems that are
event-driven (e.g., scheduling) or time-driven (e.g., lot sizing). Fur-
thermore, our framework allows to study the influence of different al-
gorithms, amount of the available information and applied methodol-
ogy on the solution quality. In the second part of the talk, first ex-
perimental results on the latter questions for specific problems will be
presented.

Innovation, diffusion and adoption of Corporate Social
Responsibility in health organizations
Alicia Zanfrillo, Maria Antonia Artola, Luciana Tabone

The evolution of Corporate Social Responsibility (CSR) from the re-
active to the proactive approach is based on both external and internal
factors where pressure from stakeholders plays a decisive role. The
positive relationship between stakeholders participation and perfor-
mance improvement fosters responsible behaviors to develop positive
reputation, trust and community support. In developing countries the
pressure exerted by stakeholders in the adoption of an environmental
conscience is low with few participation strategies. The purpose of the
work is to model the interactions of civil society organizations linked
to health services in the city of Mar del Plata (Argentine Republic) in
2018 in order to recognize the effect of the recommendations of the
regulatory bodies and the "mouth-to-mouth" in the diffusion of CSR
as an organizational innovation. Quantitative research with an agent-
based approach was adopted from Bass’s mathematical formulation.
The influence of the entities that provide information on CSR was sim-
ulated considering: a) potential market of entities with digital presence
and b) all the entities of the supply chain. The evaluation of the scenar-
ios shows that the structure of the network is significant in the diffusion
process, requiring greater attention to the information strategies on the
subgroups of entities to achieve the imitation effect.

Applications of a Discount Rate for Project Risk Analy-
sis in Practice
Samuel Bodily, Manel Baucells

We illustrate the use with practical examples of recent results for the
appropriate discount rate to use in project evaluation. These examples
exhibit a variety of risk structures of uncertainty and show how the
traditional finance approach may miss some of the risk nuances that
our methods do not miss. In our recent work we have introduced two
new discount rates. We introduced the certain return equivalent, ro,
to be used when simulating the entire portfolio consisting of a project
and stocks and treasuries. Second, we introduced the adjusted discount
rate, ra, which would be used to evaluate a project when omitting the
stock market uncertainty. In this paper we explore the extent to which
ra provides a certain equivalent (CE) that is the same as the correct CE
provided by ro, and how these CEs compare to the standard finance
expected NPV. We also study how decisions about whether to accept
a project and about the portion of a risky project decision variable it
is optimal to take compare using ro, ra, and the standard finance ap-
proach. The easy-to-use ra aspires to be a very good approximation to
the correct CE in simple and more complex situations and we find in
these examples that it does succeed. The approach is robust to use with
projects presenting wide-ranging structures of uncertainty.
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1 - Applying game theory to analyze air transport markets

Nicole Adler

Applying game theory to analyse markets has proven to be a useful
methodology to shed light on the aviation supply chain. From airlines,
enabling hub-spoke network design to codesharing and alliance for-
mation, to airports, enabling capacity decisions and passenger flows
within a terminal, to air traffic control provision, enabling collabora-
tive decision-making and the implementation of new technologies. I
will discuss the underlying threads connecting many of the models in
the field and then concentrate on a recent Horizon2020 project called
COMPAIR. Within this project, we develop a two-stage network con-
gestion game whereby regulators, air traffic control providers and air-
lines interact. The two stage game utilizes profit maximization and cost
minimization models combined with discrete choice functions in order
to estimate the best response strategies of all actors in the market. We
debate whether it is possible to introduce competition for the market in
air traffic control in Europe and the likely outcomes. The game consid-
ers an auctioning process in which the regulator sets rules a-priori and
the service providers bid for the right to serve the market. We test the
likely equilibria outcome if the companies are for-profit or non-profit
and the results suggest that introducing competition for the market via
outsourcing service provision may reduce charges by up to half the
current levels. It would also appear that auctioning the service is likely
to defragment the European market as companies win more than one
auction. Finally, for-profit companies are highly likely to invest in new
technologies thus encouraging adoption faster than appears to be oc-
curring today, helping to accomplish the goals of the single European
Skies initiative.
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1 - Challenge ROADEF / EURO - Cutting Optimization

Quentin Viaud

The French Operational Research and Decision Support Society
(ROADEF) organizes jointly with the European Operational Research
Society (EURO) the ROADEF/EURO challenge 2018 dedicated to
glass cutting problem in collaboration with Saint-Gobain Glass France,
one of the world’s leading glass manufacturers. Flat glass is mostly
produced through a process called the "float process". At the end of
this process, an infinite glass ribbon is cut into large glass sheets (bins).
To facilitate the storage, bins are stacked after cutting from the ribbon.
These bins are most of the time cut into smaller rectangular pieces
(items) adapted to customer needs. These items are cut according to a
cutting pattern which satisfies a certain amount of constraints related
to the customer (production plan, ...) or to the physics of glass (guil-
lotine cut, cut length limitation). Bins are not perfect and may contain
defects inherent to the float process. The goal of this challenge is, for a
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given sequence of bins and their defects, as well as a given item batch
to cut, to propose an algorithm to minimize the glass losses of the cut-
ting process. During this presentation, we will describe the problem,
its context and constraints. A more detailed subject, realistic instances
and solution checker can be found at urlchallenge.roadef.org. An over-
all amount of 45.000euro will be distributed to the best contributions.

Hybrid VNS-Simulated annealing heuristic for the
ROADEF/EURO challenge 2018
Nicolas Dupin, Franco Peschiera

The "ROADEF/EURO challenge 2018: Cutting Optimization Prob-
lem" is studied. It consists of a two-dimensional bin-packing problem
with partial sequence constraints, guillotine cuts and defects, among
other industrial constraints. The objective is to minimize the number
of plates needed to produce the required demand of items to cut. We
present an approach based on the combination of two different meta-
heuristics, namely simulated annealing (SA) and variable neighbor-
hood search (VNS), to solve it. The implemented method takes advan-
tage of the tree structure of the solution to do efficient neighborhood
searching and swapping at different hierarchical levels, and conflicts
detection and fixing. Experimentation was done on small and large
instances of the problem, provided by the organisers. Results deliv-
ered feasible solutions for most instances (including more than half of
large ones) in less than one hour. In the case of smaller instances, solu-
tions were obtained in less than a minute, as the rules in the challenge
conceived.

A new Branch & Bound algorithm for the
EURO/ROADEF 2018 Challenge
Luc Libralesso, Florian Fontan

‘We propose a branch and bound algorithm for the Glass Cutting prob-
lem presented by Saint-Gobain at the EURO/ROADEF 2018 chal-
lenge. This approach leads to promising results and seems competitive
with the other approaches used during the challenge.

It consists of a decision model which enumerates all solutions as trees,
node selection criteria and a branching strategy that explores the pos-
sible solutions starting by hopefully the best ones. Several trees are
explored in parallel with different heuristics. Each time a better solu-
tion is found, it benefits all tree explorations. We run in parallel four
restarting branch and bounds with different parameters. At the begin-
ning, the algorithm behaves like a greedy random and at the end like
a branch and bound. This principle allows to find good solutions first
and guarantee to improve with more execution time. Using this princi-
ple, we can achieve a good performance for both short and long time
runs.

If the instance has a small number of stacks, we can run a dynamic pro-
gramming inspired approach using an A* algorithm that is guaranteed
to provide an optimal solution quickly. This approach is able to return
good solutions for instances A17 and B5 in less than a few seconds.

In this talk, we will describe more in details the algorithm, including
the general architecture but also the specific cuts allowing us to break
symmetries and how to remove dominated partial solutions.

A beam search algorithm for solving the cutting prob-
lem of a large glass manufacturing company

Francisco Parreiio, Maria Teresa Alonso Martinez, Ramon
Alvarez-Valdes

The cutting problem proposed by the glass company consists of two el-
ements, an ordered set of large glass plates, with defects to be avoided
when cutting the pieces, and a set of pieces. Among the pieces there is
a partial order that divides the set in stacks, and the pieces of each stack
have to be cut in order. As we are cutting glass, only guillotine cuts are
allowed and the number of cutting stages is limited to three, although
an additional cut can be applied to a rectangle to obtain a piece. The
first cut is always vertical, dividing the plate into vertical strips. The
goal is to minimize total waste in cutting patterns.

We have developed a beam search algorithm. At each node in the
tree, a randomized constructive algorithm adds elements to the parent
node solution. The procedure depends on three parameters. The first
parameter defines the elements to be added to the partial solution, a

vertical strip, several strips, or a complete plate. All the candidates are
evaluated locally, using as criterion the occupation percentage of the
elements added to the solution. The second parameter determines the
number of nodes to be selected for the global evaluation that consists
of completing the partial solution using the deterministic version of the
constructive algorithm. The third parameter determines the number of
nodes that are maintained at each level. The parameters change ac-
cording to a predefined scheme until the time allowed for execution is
exhausted.
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1 - Operations Research Meets Machine Learning: high-
lights from the 2nd conference of the EWG-POR
Matteo Pozzi

More than 100 between OR practitioners and industrial representa-
tives met in Bologna on 11-12th March 2019 for the 2nd conference
of the EURO Working Group on Practice of Operations Research to
exchange experiences and best practices, with a particular focus on the
relationship between Operations research and Machine Learning (and
Data Science at large). What came out was the picture of a rapidly
evolving business community, rooted in its core skills, but also open to
new challenges with a focus to developing increasingly effective De-
cision Support Systems. This session will report on the event and its
key findings, representing an additional chance to foster debate and
confrontation about this very actual issue.
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1 - Optimization model as a decision support system for
participating in public tenders for feeding programs
Hélio Fuchigami, Maico Roris Severino, Athanasios
Rentizelas, Andrea Tuni, Lie Yamanaka

Communities of small family farmers are among the poorest and most
vulnerable segments of Brazilian society, so any increase in their dis-
posable income would make a significant difference in their living stan-
dards. In response to this social problem, Brazilian authorities have
developed programs to encourage family farming (such as the PAA -
Food Acquisition Program and the PNAE - National School Feeding
Program, in English), giving family farmers priority to the provision of
agricultural products and food to schools and public institutions. How-
ever, farmers face a challenge both in deciding which public calls they
subscribe to and in distributing their products to schools and public in-
stitutions. They struggle also in identifying which areas and contracts
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to compete for, leading to reduced participation of vulnerable farm-
ers in government programs specifically designed to support them. To
this end, a decision support system (DSS) based on an optimization
model was developed to address this problem. The DSS allows farm-
ers to identify which bids to attend based on a two-phase-gate process,
which evaluates bids based on their individual profitability as well as
on a geographical area value concentration critera.

Optimising the product distribution decisions for gov-
ernment feeding programs in developing countries
Athanasios Rentizelas, Maico Roris Severino, Hélio
Fuchigami, Andrea Tuni, Isotilia Costa Melo

Institutional markets have evolved as one alternative way for small-
holder farmers to access the market and supply their produce at a
known in advance price and quantity. This helps planning agricul-
tural operations and provides security of income, which is critical for
the farmer livelihoods. One such example is the PNAE government
feeding program in Brazil, where schools source raw materials and in-
gredients from local smallholder farmers for school meals. This work
presents a Decision Support System (DSS) supporting farmers deci-
sions on which schools to supply, with which products and how to
organise the logistical activities, to maximise the net income from par-
ticipation in these markets. The DSS is applied after the farmers have
knowledge which bids they have been successful in, and therefore they
have clarity on the potential supply areas. The decisions at this stage
can be quite complex, with several factors to be considered simultane-
ously, such as product range, quantities and price for each school that
a bid was won, distance and logistical costs, and logistical synergies
when delivered quantities in the same area are larger. At the same time
there are constraints such as the land, transportation and resource avail-
ability. The proposed DSS is novel in supporting smallholder farmer
decisions on supplying institutional markets. The results of the DSS
application for a specific smallholder farmer settlement in Brazil are
presented and discussed, to assess its applicability

Supporting decisions of smallholder farmers on public
calls participation in Brazil: A Data Envelopment Analy-
sis approach

Paulo Nocera Alves Junior, Isotilia Costa Melo, Maico Roris
Severino, Lie Yamanaka, Andrea Tuni, Athanasios Rentizelas

Brazilian authorities have developed programs to encourage small-
holder family farmers to supply food to schools by giving them pri-
ority through the government food procurement programs, which are
an example of institutional markets. However, the participation of vul-
nerable farmers to these programs is often limited by scarce resources
that do not allow farmers attending all public calls, so it is necessary to
support them in deciding which ones to attend, considering their objec-
tives and constraints, and identifying the efficient ones. The aim of the
paper is to support the decision making of choosing these public calls,
by the vulnerable farmers. This will be done using Data Envelopment
Analysis (DEA) to rank the public calls (these public calls will be the
model’s Decision-Making Units - DMUs) using the relative efficiency
as a ranking criterion. One hypothetical DMU with minimum expected
values could be considered, so the efficient calls (i.e. the ones that sur-
pass the minimum expected) will be considered for application. In a
second stage, a tiebreaking method is used to rank only the efficient
ones, so they can choose only the best ranked efficient calls if there are
resource constraints. An empirical application using calls from the Na-
tional School Meal Program (PNAE) will be made using the developed
model. The main contribution is helping smallholder family farmers to
make more grounded decisions.

An approach to select public bids based on ELECTRE
TRI, triangular hesitant fuzzy and ELECTRE Il to sup-
port the decision-making of family farmers

Andrea Tuni, Nadya Regina Galo, Maico Roris Severino,
Hélio Fuchigami, Lie Yamanaka

This work proposes a multi-criteria approach to support small family
farmers to evaluate public bids of the National School Feeding Pro-
gram (PNAE) in Brazil, in order to identify the bids in which family

farmers are most likely to be selected. PNAE is a governmental pro-
gram to offer meals and food education to students of public and basic
education. In this program, family farmers compete in municipal and
state public bids to supply food to public schools. However, farmers
need mechanisms to decide which calls to attend, considering produc-
tion capacity and forecasted chances of winning the bids. To support
this decision, this work proposes the use of ELECTRE TRI to cate-
gorise public bids in relation to the competitiveness level of farmers
(low, medium and high), in accordance with the priorities and rules
established by the calls. Bids categorised at the high competitiveness
level need then to be ranked to establish an order of preference. Adopt-
ing weighted criteria derived from farmers to evaluate the public bids,
Triangular Hesitant Fuzzy is then used to aggregate linguistic judge-
ments and transform them into numerical values to be used as inputs
of ELECTRE III. The final ranking of public bids is obtained through
ELECTRE III. The approach is embedded in solidarity economy and is
functional to support the decision-making of family farmers in public
bidding participation, potentially helping them to improve their income
and standard of living.
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Discretely Constrained Equilibrium Models in Energy
and Transportation
Steven Gabriel, Martin Schmidt

We present the discretely constrained mixed complementarity prob-
lem (DC-MCP) which combines both integer and equilibrium aspects.
Theoretical results are presented based on re-expressing the problem
as the zero of a certain median-based, non-smooth function and then
re-expressed as a particular mixed-integer nonlinear program (MINLP)
whose solutions matches that of a DC-MCP. Numerical results in en-
ergy and transportation are presented to show the applicability of this
class of problems.

Modeling the Role of Cross-Border Energy Infrastruc-
ture in Resilience to Natural Gas Price Shocks
Sauleh Siddiqui

Low-cost supply from shale gas production along with the transition to
a low-carbon economy has led to natural gas becoming the main fuel
for electricity production in North America, and the leading source
for electricity production in both the United States and Mexico. This
increased dependency on natural gas leaves North America vulnera-
ble to shocks in natural gas supply, with different regional supply and
demand characteristics amplifying questions of resilience. In this pre-
sentation, we model the role of cross-border infrastructure — natu-
ral gas pipelines and electricity transmission lines — on energy re-
silience in North America using an equilibrium framework. In par-
ticular, we analyze how expected cross-border infrastructure invest-
ments will help or hinder regional prices, welfare, and profits. We
couple the North American Natural Gas Model (NANGAM); a partial-
equilibrium model for natural gas production, transport, storage, con-
sumption, and infrastructure; with the Regional Energy Deployment
System (ReEDS 2.0); a high-fidelity, high-spatial resolution model that
determines regional capacity expansion and dispatch for electricity; in
order to understand the dynamics of this cross-border infrastructure
development under different scenarios of shocks to natural gas supply.
The results from this presentation are part of the broader Energy Mod-
eling Forum (EMF 34 Study) led by Stanford University.
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Equilibrium models for modelling an oligopoly with a
competitive fringe
Mel Devine, Valentin Bertsch, Sauleh Siddiqui

Sellers in a market have market power when they can strategically
maximise their profits by influencing the level of demand through the
selling price they set. Such behaviour often occurs in wholesale elec-
tricity markets and thus Mixed Complementarity Problems (MCPs) are
typically used to model them. In this talk, we present a stochastic MCP
that models an electricity market consisting of an energy market, a ca-
pacity market and a feed-in premium. Market power is characterised
by an oligopoly with competitive fringe where large generators can ex-
ert market power while other smaller generators cannot. The model is
applied to the Irish power system in 2025 and the results show how
load shifting demand response can reduce the negative effects of mar-
ket power. However, the model only considers operational decisions
and not long-term investment decisions. When the MCP is extended to
incorporate investment decisions, myopic and unrealistic behaviour is
observed. To overcome this issue, we also present a stochastic Equilib-
rium Problem with Equilibrium Constraints (EPEC) model and detail
how market power influences investment decisions. However, EPECs
are much a more complex model and thus cannot model the same level
of operational detail as an MCP. Consequently, we also discuss the
modelling trade-offs between using an MCP and an EPEC when mod-
elling electricity markets characterised by an oligopoly with a compet-
itive fringe.

Inverse equilibrium analysis of oligopolistic electricity
markets
Simon Risanger, Stein-Erik Fleten, Steven Gabriel

For systems in equilibrium, we can often accurately observe the out-
comes, but not what motivates them. A prominent example is elec-
tricity markets, where we can observe the bids and prices made by the
producers, but not their motivation for making them. This poses a chal-
lenge when we try to formulate realistic equilibrium models, where we
require accurate parameters. As a response, we investigate the poten-
tial of inverse equilibrium models where observed equilibrium states
are input used to estimate objective function parameters. We illustrate
the method on two applications; a generic Nash-Cournot game and a
game where price-making producers compete against each other sub-
ject to power system restrictions.
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Adaptation of Standard Anglo-Dutch Auction for TV
Broadcasting Licensing: A Simulation-Based Compar-

ative Study
Dimitrios Emiris, Charis Marentakis

Auctions have been used widely in many countries for the licensing of
public goods. Amongst various auction mechanisms, in 2002 auction
expert Paul Klemperer proposed a hybrid auction mechanism, the so-
called Anglo-Dutch, which combines the properties of two fundamen-
tal auction types the English and the Dutch auction. Since then, various
authors commented positively on this hybrid auction format, yet the
number of applications was quite limited. In 2017 Greek Government
applied a modified format of the Anglo-Dutch auction to award 4 TV

broadcasting licenses to equal providers with amazing results in terms
of financial outcome, fairness and process transparency, resulting to
revenues between 14,5 and 25,3 times the start price of the auction.
This innovative auction scheme was largely designed by one of the au-
thors. The major difference between the standard Anglo-Dutch format
and the modified one, is that the auction ran sequentially instead of si-
multaneously. The present article compares the outcomes between the
standard Anglo-Dutch and the modified one in terms of revenue and
winner determination ranking. A decision model has been developed
based on ex-post results which serve as the basis for a series of Monte
Carlo simulations used to evaluate the actual results in comparison to
the standard Anglo-Dutch auction. Based on the results: a. the modi-
fied auction yielded higher revenue and, b. Monte Carlo simulation is
a quite effective method for the design of auctions.

Application of State Space Models to Financial and Eco-
nomic Data
Miaad Alqurashi

In dynamic modelling of financial and economic data the concept of
cointegration plays an important role. It refers to the existence of
long-term equilibrium relations between financial/economic variables
in a dynamic environment. In the literature so-called VAR modelswith
cointegration are popular. In its Edgeworth Centre, University College
Cork are developing parameterization/estimation methods for alterna-
tive models, namely State Space models with cointegration. The re-
search topic in this project is to study cointegration of financial data
and how a state space representation of these processes can be con-
structed. We will first start off by giving a brief introduction on cointe-
grated I(1) processes before explaining further the VAR model. After
laying out the groundwork of the Engle and Granger approach and
of Johanson’s work using the VAR model, we will consider how a
state space representation of the cointegration model using a maximum
likelihood criterion can be beneficial as opposed to Johanson’s VAR
model. We introduce the state-space error correction model (SSECM)
and discuss in detail how to estimate SSECMs by maximum likelihood
methods, including reduced rank regression techniques which allow
for a successive reduction of the number of parameters in the original
constrained likelihood optimization problem. Finally, the remaining
free parameters will be represented using a new local parametrization
technique which has several advantages.

Simulation-Based Optimisation for More Effective Big
Data Placement in Hadoop
Takfarinas Saber, Leandro Almeida, Anthony Ventresque

Big Data platforms, such as Hadoop and Spark, have been around for
more than a decade now - and they are popular in the industry as
well in academia. Those services are based on reliable and effective
distributed algorithms but there are scenarios and conditions that can
generate bottlenecks and inefficiencies. In particular, the placement
of blocks in Hadoop Distributed File System (HDFS) that is used by
most Big Data platforms, has an important impact on the performance
of the system. In order to test solutions to improve the performance of
HDFS, we use in our research a simulator that models accurately the
behaviour of those platforms at scale. This allows us to test large num-
bers of configurations without the (costly and time-consuming) need
to set up real systems. The set of these block placement configura-
tions defines our (very large) search space. Running Big Data jobs in
our simulator on the configurations gives us the performance of each
placement. We can now use metaheuristics to explore the search space
and select the surrogate objectives that lead to the best placements.

Density estimation by Monte Carlo and quasi-Monte
Carlo
Pierre L’Ecuyer

Estimating the density of a random variable X has been studied exten-
sively for settings where a set of n observations of X (the data set) is
given a priori and one wishes to estimate the density from that. Popu-
lar estimators include histograms and kernel density estimators (KDE).
In this talk, we are interested in a situation where the observations are
generated by Monte Carlo simulation from a model. We generate a
sample and estimate the density from the sample. Then the question
arise of whether variance reduction methods such as stratification or
randomized quasi-Monte Carlo (RQMC) can be exploited to make the
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sample more representative, and produce a more accurate density es-
timator for a given sample size. We provide both theoretical and em-
pirical results on the convergence rates for histograms and for kernel
density estimators, when the observations are generated via RQMC.
We also examine the combination of RQMC with a conditional Monte
Carlo approach to density estimation, defined by taking the stochastic
derivative of a conditional cdf of X. This approach can provide a large
improvement when it applies.
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Management of Interdependent Infrastructure Networks
under Disaster-related Uncertainties
Sakine Batun, Tugce Canbilen, Melih Celik

After a disaster, multiple infrastructures have disruptions in their ser-
vices. During the restoration of these services, we need to consider
the operational and restoration independencies among these infrastruc-
tures. In this study, the problem under consideration is Interdepen-
dent Infrastructure Restoration with disaster related uncertainties. We
propose a two-stage program for this problem. First stage makes re-
inforcement decisions on the arcs of the network while second stage
schedules the restoration activities considering the available resources
and inherent interdependencies in the network. We will present our
computational tests and preliminary results in the presentation.

On the logistics of cash transfer program for Syrian
refugees in Turkey: A bi-objective location routing
model

Ramez Kian, Gunes Erdogan, Sander De Leeuw, Muhittin
Hakan Demir, Ehsan Sabet, Sibel Salman, Bahar Yetis Kara

In this study we address a humanitarian logistics problem connected
with the Syrian refugee crisis. Besides in-kind humanitarian aids,
cash-based interventions play an important role in helping the suffer-
ing victims. We propose a multi-level network consisting of a central
registration facility, local temporary facilities, mobile facilities and ve-
hicles for door-to-door visits. The aim is to reach the maximum pos-
sible number of eligible beneficiaries within a specified time period
under a certain logistics budget. We provide a location routing model
to optimize inter-related facility locations, and routing decisions for
a bi-objective mathematical model. A case study of Syrian refugees’
registration process in southeastern part of Turkey, which administered
by the Turkish Red Crescent, is also provided along with the derived
insights.

Re-configuring Optimal Mix and Inventory for Multiple-
items, Multiple-locations in Humanitarian Relief Distri-
bution

Ali Engin Dorum, Mahmut Ali Gokce

An important part of disaster operations management is relief efforts
that take place after the disaster. Humanitarian logistics deals with
planning and implementing flow of relief goods such as food, clothing
water etc. from storage to victims of the disaster. Due to big unex-
pected disasters during the last couple of decades, humanitarian logis-
tics has attracted significant research attention from the field of Oper-
ations Research and specifically combinatorial optimization. Models
that finds out the best possible storage locations and/or optimal dis-
tribution of the stored goods, based on the estimated demand after a
disaster exists. Unfortunately, sometimes the stochastic nature of dis-
asters, ( either in location or intensity or both) and secondary disasters,

leaves plans made beforehand hardly optimal. The relief efforts, then,
have to continue based on location-inventory decisions made optimally
for another problem. An important opportunity exists, if the problem
of reconfiguration of mix and inventory of items can be solved opti-
mally and quickly after the actual disaster happens. In this study, we
present a new model to reconfigure the optimal mix and inventory of
items while the deliveries continue, for a multi location multi commod-
ity setting after a disaster.

4 - Sustainable immunization systems in low and middle-
income countries (LMICs)
Catherine Decouttere, Nico Vandaele
Reaching Sustainable Development Goals’ (SDGs) health targets re-
lies on health system performance. In LMICs outbreaks of vaccine-
preventable infectious diseases are still responsible for high neonatal
and under-five mortality rates. National immunization programs’ out-
comes heavily depend on vaccine availability, donor funding and sup-
ply chain performance. Due to growing populations and new vaccine
introductions, the immunization systems experience increasing pres-
sure leading to vaccine stock-outs, vaccine wastage and children miss-
ing timely immunizations. Multiple stakeholders are involved in deci-
sion making and execution to ensure availability of funding, vaccines
and immunization services. They include children and caregivers,
communities, national government, vaccine distribution partners and
manufacturers, donors, NGOs, WHO and UNICEF. Each of them rep-
resent a diversity of interdependent actors in the system, connected via
feedback loops and delayed outcomes. In order to redesign immuniza-
tion systems for sustainability, a conceptual model based on systems
thinking is proposed. It serves as an advocacy and communication tool
for system design and scenario generation. It shows a holistic system
view, enables detection of root causes of system failures, facilitates
priority setting and confronts policy makers to actual and future ex-
ogenous impacting phenomena.
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1 - Measuring the employee productivity in a retail bank -
an axiomatic non-parametric approach
Juha Eskelinen, Markku Kuula
We examined the relationship between employee well-being and pro-
ductivity at Nordea, a leading Nordic financial services group in a mul-
tidisciplinary research project. As a part of this project we developed
a model to measure productivity of the front office employees.

Inspired by the network approach of DEA we divided the work into
two activities: Activity 1 converts the working time to customer in-
teractions and Activity 2 converts the customer interactions to sales of
various financial services. The overall productivity evaluation is based
on the performance at these two activities.As Activity 2 is a single in-
put -multiple outputs case we used the axiomatic estimation of the pro-
duction function and applied the convex non-parametric least squares
(CNLS) regression.

We used data from the bank’s Human Resource and Sales Performance
Management Systems and estimated the productivity of 537 employ-
ees in three different job roles. The employee productivity indicators
were combined with employee survey data. The results confirmed a
significant positive link between employee well-being at work and pro-
ductivity.

The employee productivity measurement developed in the project can
be applied not only in banking but also in customer services and sales
work in other industries.
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2 - An analysis of the bank merger gains using the direc-
tional distance function model with undesirable outputs
Takayoshi Nakaoka

Merger gains in the banking industry have been debated among re-
searchers and practitioners for the last two decade. However, it is still
controversial and unclear whether the merger contributes the efficiency
improvement in the banking production process or not. In this paper,
we apply to the Directional Distance Function (DDF) model with un-
desirable outputs for measuring banks’ production efficiency score and
examine the effect of the mergers on the efficiency. Using a sample of
Japanese banks during the merger wave in the 2000s, we show that pro-
duction efficiency for merged banks increases after the merger events.
Furthermore, we find that the efficiency gains depend on the merging
bank asset sizes, board member sizes, and the degree of overlapping of
branch networks.

3 - Data Envelopment Analysis of Indian Public-Sector-
Undertaking Banks and their Current Ranking
Badri Toppur, Ramamurthy Ramakrishnan

India has witnessed the enforcement of deregulation in 1991, and de-
monetization of high denomination notes, as recently as 2016. Latest
Bank data in the form of financials statements, and statistical tables
for all groups of banks is provided courtesy of the regulatory bank,
Reserve Bank of India. We have identified key output and input vari-
ables with financial and operational performance measures in mind.
The selected data is standardized so that the regression coefficients are
easier to interpret. The correlation of output variables with various
managerial and bank factors are determined, to note which factors are
significant. Furthermore, price ratios available from solving Output
Maximization Primal DEA LPs are also used in a regression analysis
with the efficiencies as the response variable. This helps one to gauge
trade-offs between the performance metrics. Issues of Technical and
Scale Efficiencies are an idea from comparisons of production units.
These lead to models appropriate for variable returns to scale (VRS)
and constant returns to scale (CRS). We examine, their relevance in
the banking sector in the context of borrowing, lending and investment
practices.

4 - Leveling the Playing Field for Cultural Differences in
Bank Branch Analysis
Joseph Paradi

Traditional Data Envelopment Analysis (DEA) methodology requires
a consistent infrastructure and operating environment which one may
deem as the "culture" in efficiency studies. Nevertheless, in reality
there is a need to compare the units under different environmental con-
ditions. Some units may have an advantageous environment which the
others cannot adopt. This research evaluates productivity efficiency
across different banks’ branches in the Mississauga, Ontario, Canada
area. It overcomes the above limitation by a mathematically handi-
capped DEA model developed here. Finding a handicapping function
which can fairly assess the large Canadian banks’ differences was one
of the contributions of this work. The handicapping approach ensures
that the bank’s ability to produce financial products at the customer
level is the same for all the banks. Furthermore, peer and target analy-
ses are carried out to identify the outliers. In addition, the handicapped
approach can be applied to any situation where normal DEA analysis
can be used.
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Robust Portfolio Optimization with European Options
Aurelie Thiele, Hedich Ashrafi

We consider the problem of maximizing the worst-case return of a
portfolio when the manager can invest in stocks as well as European
options on those stocks, and the stock returns are modeled using an un-
certainty set approach. Specifically, the manager has a range forecast
for each factor driving the returns and a budget of uncertainty limiting
the scaled deviations of these factors from their nominal values. Our
goal is to understand the impact of options on the optimal portfolio. We
present theoretical results regarding the structure of the optimal alloca-
tion, in particular with respect to portfolio diversification. We compare
our robust portfolio to several benchmarks in numerical experiments
and analyze how the optimal allocation varies with the budget of un-
certainty. Our results indicate that our approach performs very well in
practice.

Increasing Sustainability of Electric Power Planning un-
der Uncertainty

Gianmaria Leo, Aakanksha Joshi, Tim Bohn, Sumit K Bose,
Susara van den Heever, David Thomason

The electric power planning is a critical decision-making process,
which aims to achieve the right trade-off between safety, continuity
of energy supply and sustainability. This business practice is often
challenging, since uncertain demand and operational conditions have
remarkable impact. The problem often becomes more complex with
the presence of renewable sources: increased risks of supply disruption
or energy spillage often arise due to the high variability of renewable
generation. Our work focuses on a system serving a restricted isolate
electric grid, managed by a major European electricity provider. Our
Predictive-Prescriptive pipeline supports the entire process. We intro-
duced a Robust Optimization approach reducing costs while improving
sustainability. We compared this new approach with more typical solu-
tions adopted in production, by performing an ex-post analysis of dif-
ferent planning recommendations over twenty days of operations. The
introduced Optimization model is computationally effective, providing
high-quality daily plans in less than one second.

Generating Hard Instances for Robust Optimization
Marc Goerigk, Stephen Maher

While research in robust optimization has attracted considerable inter-
est over the last decades, its algorithmic development has been hin-
dered by several factors. One of them is a missing set of bench-
mark instances that make algorithm performance better comparable,
and makes reproducing instances unnecessary. Such a benchmark set
should contain hard instances in particular, but so far, the standard ap-
proach to produce instances has been to sample values randomly uni-
formly.

In this paper we introduce a new method to produce hard instances for
min-max combinatorial optimization problems, which is based on an
optimization model itself. It can be applied to any combinatorial prob-
lem and is very easy to adapt. We show that it is possible to produce
instances which are up to 500 times harder to solve for a state-of-the-
art mixed-integer programming solver than random instances.

Our plan is to collect a wide variety of hard robust optimization in-
stances, and to make them available to the research community via a
dedicated webpage, "www.robust-optimization.com".

Towards the Extremes: The Best Scenario of an Interval
Linear Program
Elif Garajovd, Milan Hladik

Interval linear programming provides a rigorous mathematical model
reflecting vagueness and uncertainty present in real-world optimiza-
tion problems. Instead of considering exact input data, it is assumed
that the coefficients of the linear program can be perturbed indepen-
dently within the given intervals and the whole family of such possible
scenarios is examined. One of the essential questions addressed in in-
terval optimization is the problem of computing the optimal value in
the best and the worst case. The worst optimal value of an interval lin-
ear program in standard form is achieved for an extremal scenario, in
which all coefficients are set to their respective lower or upper bounds.
However, this is not true for the scenario corresponding to the best
optimal value, in general. In this talk, we will study the structure of
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the best-case scenario with respect to the extremal values of the inter-
val coefficients. Apart from general interval programs, we will take
a closer look at interval transportation problems with uncertain sup-
ply and demand in order to derive stronger results on the number of
extremal values in the best-case scenario.
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1- Scalar and vector optimization on Riemannian mani-
folds
Gabriel Ruiz-Garzon, Rafaela Osuna-Gomez, Antonio
Rufian-Lizana, Beatriz Hernandez-Jiménez, Jaime
Ruiz-Zapatero

This work studies the behavior of generalized convex functions on Rie-
mannian manifolds motived by the potential of some constrained op-
timization problems to be seen as unconstrained ones from the Rie-
mannian geometry point of view. Necessary and sufficient optimality
conditions for scalar and vector optimization problems are successfully
obtained in a Riemannian framework, thus, allowing us to characterize
functions for which every critical point is optimal for a mathematical
programming problem on Riemannian manifolds.

2 - Stability for the alternating projections method.
Carlo Alberto De Bernardi, Enrico Miglierina

The 2-sets convex feasibility problem is the classical problem of find-
ing, using iterative methods, a point in the intersection of two closed
convex sets A and B in a Hilbert space. Many concrete problems in
applications can be formulated as a convex feasibility problem.

The method of alternating projections is the simplest convergence re-
sult and goes back to von Neumann. During the talk we present some
results concerning stability properties of the alternating projections
method for the convex feasibility problem in Hilbert spaces. Let us
consider two sequences of sets converging to A and B, respectively
(with respect to a suitable notion of set convergence). Under additional
geometric assumptions on the limit sets A and B (involving locally uni-
formly rotundity), we provide some stability result for the "perturbed
alternating projections method", that is, the sequence given by project-
ing on the perturbed sets.

3 - Scalarizations of a robust vector optimization problem
Lorenzo Cerboni Baiardi, Elisa Caprari, Elena Molho

Uncertain optimization problems can be tackled by means of the ro-
bust approach (introduced by Ben-Tal and Nemirovsky (2002)), which
hedges the decision maker against worst scenarios that may occur as
uncertain parameters vary within their domains. In this work we inves-
tigate the relationship subsisting among the solutions of the set-valued
robust counterpart of an uncertain vector optimization problem and the
solutions of the robust counterpart of uncertain scalar programs ob-
tained through scalarization of the original uncertain problem. Under
suitable conditions, we prove the equivalence between the solutions
of the set-valued robust counterpart of the original vector optimization
and the robust solution of its uncertain scalarization.

4 - Kaliszewski dilating cones in infinite dimensional
spaces
Miguel Sama, Lidia Huerga, Baasansuren Jadamba

This talk will focus on dilating cones in infinite dimensional spaces.
It is well known the importance of families of dilating cones in vec-
tor optimization. In this sense, Henig introduced a family of dilating
cones in order to define a new notion of proper efficiency in multi-
objective optimization (Proper efficiency with respect to cones, J. Op-
tim. Theory Appl. 36 (1982)), while Borwein and Zhuang extended
this idea to infinite-dimensional spaces (Superefficiency in vector op-
timization, Trans. Amer. Math. Soc. 338 (1993), no. 1, 105-122).
In the same way, Kaliszewski proposed a family of dilating cones
by polyhedral cones in finite-dimensional spaces (Quantitative Pareto
analysis by cone separation technique, Kluwer Academic Publishers,
Boston, 1994). This construction is especially interesting because the
dilating cones can be expressed in terms of matrices that make them
quite tractable numerically. In this talk we show an extension of the
Kaliszewski dilating cone to general infinite dimensional spaces and
we study its main properties. Finally we give some examples and an
application in infinite dimensional optimization.
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1 - Improvements in max flow algorithms
James Orlin

We discuss 65 years of improvements in running times for solving the
max flow problem.

2 - The min cycle problem and the min cycle mean problem
Antonio Sedefio-Noda, James Orlin

We consider the problem of finding the minimum cost cycle in a di-
rected network. In 2017, we showed that the problem can be solved
in O(nm) by first solving the min cycle mean problem, and then solv-
ing a sequence of shortest path problems. In computational tests, the
bottleneck operation was the time it takes to find the min cycle mean.
In this presentation, we show how to speed up the time for finding the
min cycle mean and thus the time to find a min cost cycle.

3 - Solution Attractor of Local Search: the Key to Global
Optimization for the Traveling Salesman Problem
Weiqi Li
The Traveling Salesman Problem (TSP) is often treated as the pro-
totypical NP-hard combinatorial optimization. Global optimization is
concerned with the computation and characterization of global optimal
points in the solution space. This paper uses the attractor-based search
system to solve the TSP globally. The search system consists of two
search phases. The first phase uses a local search procedure to pro-
duce a small solution region, called solution attractor, in the solution
space. The second phase searches the solution attractor completely.
The attractor-based search system can solve the TSP much efficiently
with optimality guarantee. It also meets the global optimization re-
quirement; that is, it can find all optimal solutions in the solution space.

m MC-13

Monday, 12:30-14:00 - H2.12
Discrete and Global Optimization Il

Stream: Discrete and Global Optimization
Invited session

Chair: Jan van Vuuren
Chair: Gerhard-Wilhelm Weber

63



MC-14

EURO 2019 - Dublin

1-

64

Convex extensions and functional representations of
new classes of combinatorial matrices in discrete op-
timization

Oksana Pichugina, Liudmyla Koliechkina

Numerous real-world problems enable formulation as optimization
ones on combinatorial configurations such as permutations, partial and
signed ones. To solve these problems to optimality using classical opti-
mization theory, an embedding of a feasible domain in Euclidean space
and algebraic reformulation of the problems in continuous variables
are required. A highly effective technique to do this is switching to
considering combinatorial matrices, such as permutation ones (PMs).
We extend the well-known class of PMs and a relatively new one of
multi-PMs (MPMs) by sets of partial PMs, partial MPMs, signed PMs
and signed MPMs. Algebraic topological and extreme properties of the
sets and their convex hulls are studied. For instance, being Boolean,
the sets are: vertex-located, i.e., coincide with a vertex set of their
convex hull; spherically-located, i.e., are inscribed into a hypersphere;
well-described, i.e., enable to solve linear optimization and projection
problems effectively. Also, these sets allow convexification of any
function defined on them, hence applying convex analysis to optimiza-
tion on them. A connection of the matrices’ sets with numerical and
vector sets of permutations, partial and signed permutations is estab-
lished. It allows using Theory of continuous functional representations
in forming extended formulations of combinatorial optimization prob-
lems (COPs). As aresult, we extend significantly a class of COPs with
known Euclidean continuous formulations.

Solution Methods for a Min-max Facility Location Prob-
lem with Regional Customers Considering Closest Eu-
clidean Distances

Umur Hasturk

We study a facility location problem where a single facility serves mul-
tiple customers each represented by a (possibly non-convex) region
in the plane. The aim of the problem is to locate a single facility in
the plane so that the maximum of the closest Euclidean distances be-
tween the facility and the customer regions is minimized. Assuming
that each customer region is mixed-integer second order cone program-
ming (MISOCP) representable, we firstly give an MISOCP formula-
tion of the problem. Secondly, we consider a solution method based
on the Minkowski sums of sets. Both of these solution methods are ex-
tended to the constrained case in which the facility is to be located on
a (possibly non-convex) subset of the plane. Finally, these two meth-
ods are compared in terms of solution quality and time with extensive
computational experiments.

A study of two mathematical optimization models for ac-
tivities of the sugarcane supply chain
Socorro Rangel, Eduardo dos Santos Teixeira, Helenice Silva

Sugarcane is a product of great economic relevance. Besides its use for
the production of different types of sugar, it is also a renewable source
for the production of bio-fuels, bio-products and electricity. The raise
of international competitiveness, the fall in the price of products de-
rived from sugarcane and the competition with alternative forms of
sweeteners and fuels have posed new challenges to the sugarcane in-
dustry. Mathematical optimization models can be useful to support
the decisions associated to the activities of the sugargane supply chain,
helping to address these challenges. In this work we present a brief
literature review of mathematical optimization models that represent
the four main stages of the sugarcane supply chain: planting, harvest-
ing, transportation, and industrial processing. In addition, we highlight
errors and propose reformulations to two mathematical optimization
models presented in the literature. (Thanks are due to the Brazilian
agencies FAPESP (2016/01860-1, 2013/07375-0) and CAPES.)

Solving a bi-objective location problem with genetic al-
gorithms

Javier Alcaraz, Mercedes Landete, Juan Francisco Monge,
José L. Sainz-Pardo

The Reliability Fixed-Charge Location Problem considers that some of
the facilities may become unavailable and two different objectives must

be minimized: the sum of the opening and transportation cost if none
of the facilities fail and the expected transportation cost. Usually, these
different targets are combined in a single objective function, but if the
aim of the decision maker is to obtain a diverse set of non-dominated
optimal solutions properly distributed along the Pareto-optimal front,
then such procedure would not be effective. We have designed and
implemented an evolutionary multi-objective algorithm based on non-
dominated sorting which exploits the peculiarities of the problem and
obtains a set of solutions that are properly distributed along the Pareto-
optimal frontier. The encoding and operators employed in the algo-
rithm have been carefully designed, incorporating problem-specific
knowledge in order to reach quality solutions in a reasonable computa-
tion time. We have carried out an extensive computational experience
comparing the results given by the metaheuristic with those obtained
by an exact procedure. This comparison demonstrates the outstanding
efficiency of the proposed algorithm.
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Airplane Boarding: Complexity, Approximation and Ex-
act Solution

Andreas M. Tillmann, Felix J. L. Willamowski, Marco
Liibbecke

We consider the task of finding a minimum completion time sequence
for passengers to board an aircraft. Although this problem has been
investigated in the literature before, there seems to be a lack of rig-
orous theoretical understanding as well as exact optimization methods
which reliably handle difficult-to-model aspects such as passenger in-
terference in airplane aisles or rows during boarding. We prove strong
NP-hardness of the aircraft boarding problem, derive approximation
guarantees for some popular heuristic schemes and introduce two ex-
act mixed-integer programming models which explicitly incorporate
aisle blockage constraints. The approaches are evaluated by extensive
numerical experiments.

Assigning Pilots to Airplanes using Bulk-Robust Opti-
mization
Matthias Walter

We consider the problem of assigning pilots to airplane crews. To
Guarantee availability of the airplanes we propose a bulk-robust ap-
proach in which an explicit list of failure scenarios (of pilots) is given
and a cost-minimum subset of pilots that allows an assignment of pi-
lots regardless of the failure scenario must be chosen. We compare two
MIP formulations and use problem-specific cutting planes in order to
obtain optimal solutions in reasonable time.

This is joint work with David Adjiashvili, Viktor Bindewald, Dennis
Michaels and Lars Kloser.

Scheduling Aerial Refueling Operations
Imke Joormann, Christoph Hansknecht

We consider the problem of scheduling cruisers in the context of (civil)
air-to-air refueling operations. This scheduling problem consists of
a fixed set of cruisers requiring aerial refueling at fixed locations at
fixed points in time. The problem asks for an assignment of a (fixed or
variable) number of tankers in order to conduct these operations while
minimizing some objective function such as the fuel consumption of
the tankers or the number of required tankers.

We formulate a combinatorial problem based on a simple model of
the fuel consumption of the tankers, depending on the total weight as
well as aerodynamic efficiency. We discuss several properties of the
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model, leading to an improved colum generation approach, and con-
duct computational experiments in order to study the effect on the over-
all fuel savings as well as the computational tractability of the schedul-
ing problem.
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A Riesz-Thorin type interpolation theorem in Euclidean
Jordan algebras
Roman Sznajder

In a Euclidean Jordan algebra which carries a trace inner product, to
each element we associate the eigenvalue vector whose components
are the eigenvalues of this element written in the decreasing order. For
any real number p not less than one we define the corresponding spec-
tral norm of an element of the Euclidean Jordan algebra as the p-norm
of its eigenvalue vector. In this paper, we prove a Riesz-Thorin type
interpolation theorem.

LCP based planning under uncertainty
Bogdan Gavrea

We present robust strategies to control and plan the motion of rigid
body systems in the presence of uncertainties. Our approach is based
on the analysis of the linear complementarity problems underlying
the numerical integration schemes. We discuss applications of these
strategies to autonomous navigation and manipulation of meso-scale
rigid body systems. A quasi-static formulation is considered, but the
scheme we propose can be easily used in a dynamic setting as well.
When obstacle avoidance is required (autonomous navigation for ex-
ample), virtual contacts can be enforced between safety rigid cages
that encompass the elements in the scene. In our opinion, the geometry
and dimensions of the safety cages can be trained in a neural network
framework This may generate interesting solutions to traffic manage-
ment problems.

A Bilevel Optimal Control Approach to the Natural Gas
Cash-Out Problem

Yosefat Nava-Alemdn, Viacheslav Kalashnikov, Nataliya
Kalashnykova

Bilevel programs are hierarchical optimization problems in the sense
that their constraints are defined in part by a second parametric op-
timization problem. Hierarchical structures can be found in diverse
scientific disciplines including environmental studies, classification
theory, databases, network design, transportation, game theory, eco-
nomics, and new applications, such as the gas cash-out problem. In
its turn, this stimulates the development of both new theoretical results
and efficient algorithms to solve bilevel programming problems. A
particular bilevel approach technique can be exercised as applied to the
optimal control problem arising in the natural gas industry.This prob-
lem has been formulated as a mixed-integer model seeking to minimize
cash-out penalty costs imposed on a natural gas shipping company.
In this talk, we formulate the gas cash-out problem as a bilevel opti-
mal control problem (BOCP) where the upper level is equipped with
a Mayer-type cost function and pure state constraints. Meanwhile, the
lower level is formulated as a finite-dimensional mixed-integer pro-
gramming problem (MIP) with only one binary variable. After speci-
fying the model and describing the system’s behavior, we reformulate
it as a single-level problem, provide Pontryagin-type optimality condi-
tions, and illustrate the theory by means of a small-dimensional exam-
ple. Finally, we show the results of the application of the optimality
conditions to the cash-out problem.

4 - On Consistent Conjectural Variations Equilibrium in the

Oligopoly Model
José G. Flores-Muiiiz, Viacheslav Kalashnikov, Nataliya
Kalashnykova

According to the concept of conjectural variations equilibrium (CVE),
the oligopoly agents behave as follows: each agent chooses his/her
most favorable action taking into account that every rival’s strategy is
a conjectured function of his own strategy. The main obstacle in the
way of admitting this concept is its consistency. The equilibrium is
consistent if the conjectural best response of each agent coincides with
his conjectured reaction function. However, such a definition doesn’t
work if the number of players is greater than two (since the coinci-
dence is impossible). In order to cope with such a conceptual diffi-
culty arising in many-player games, a completely new approach was
proposed. Namely, one supposes that each player makes conjectures
not about the optimal response functions of the other players but only
about first-order variations of the market price depending upon his/her
infinitesimal output variations. In the equilibrium, each agent applies
a verification procedure and check if his influence coefficient is con-
sistent with those of the rest of the agents. In a case when the CVE is
consistent for each agent, we call it interior (in contrast to the exterior
equilibrium, in which not all conjectures must be consistent with oth-
ers). As in general, the consistent conjectures need not coincide with
those of Nash, an interesting question arises: Is there any relationship
between the classical Nash equilibrium and the CVE? The question is
answered positively.
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1- A review and computational comparison of bound con-

strained mixed-integer derivative-free optimization al-
gorithms
Nikolaos Ploskas, Nikolaos Sahinidis

A growing number of applications in science and engineering deal
with the solution of black-box optimization problems, where deriva-
tive information of the objective function is unavailable, unreliable or
impractical to obtain. The algorithms that are utilized to solve this
type of problems are called derivative-free algorithms. Although the
algorithmic and theoretical aspects of derivative-free algorithms have
significantly progressed over the past two decade, derivative-free al-
gorithms dealing with discrete variables have not yet attracted much
attention. In this work, we review recent advances on solving bound-
constrained mixed-integer derivative-free optimization problems and
present a computational comparison of existing implementations on a
large collection of test problems. Thirteen bound constrained mixed-
integer derivative-free optimization solvers are compared using a test
set of 188 problems. The test bed includes pure integer and mixed-
integer problems. Computational results show that the ability of all
these solvers to obtain good solutions diminishes with increasing prob-
lem size. Computational results show that there is no single solver
whose performance dominates that of all others in all types of prob-
lems. We present the best solvers for each type of problems (pure
integer or mixed integer problems; small, medium or large problems;
problems with well-defined or missing bounds).
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Subquadratic Time Algorithms for Minsum k-Sink Prob-
lems on Dynamic Flow Path Networks
Yuya Higashikawa, Naoki Katoh, Junichi Teruyama

We address the facility location problems on dynamic flow path net-
works. A dynamic path network consists of an undirected path with
positive edge lengths, positive edge capacities, and positive vertex sup-
plies. A path can be considered as a road, an edge length as the distance
along a road segment and a vertex supply as the number of people at
a location. An edge capacity limits the number of people that can en-
ter the edge in a unit of time. The problem is to find the location of
facilities on a dynamic flow path network in such a way that the aggre-
gate evacuation time to them is minimized. Also, we consider another
model of the problem restricted so that all the people at a vertex have
to evacuate to the same facility, known as the confluent flow model.
For both the models, we develop first subquadratic time algorithms,
which improve upon the previous result for the confluent flow model
by Benkoczi et al., IWOCA2018.

A MILP model for multifluid microgrid management
Slawomir Pietrasz, Lilia Bouchendouka

Existing work around the microgrid concept mostly focuses on the
electrical network. In this work, we propose an energy management
system (EMS) solution for a small-scale multi-fluid microgrid which
operates in islanded mode. Our microgrid combines a wide range of
technologies covering controllable generation units (diesel generators
and fuel cells), uncontrollable sources (photovoltaic panels and wind
turbines), energy storage devices (battery energy storage systems, hy-
drogen tanks) and two types of demand: electrical (residential load,
electrolyzer, fuel cell) and hydrogen (Fuel Cell Electric Vehicle). The
multi-fluid microgrid energy management problem is formulated as a
Mixed Integer Linear Programme (MILP). The objective is to satisfy
the demand in electricity and hydrogen at a minimum financial cost,
while enhancing the flexibility in terms of power supply. Wired to
weather feeds, a climatic statistical model predicts renewable power
generation and local load curves one day ahead. Physical operat-
ing constraints have been linearized and the mutliperiod optimization
problem is efficiently solved by commercial solvers. Our algorithm has
been tested on a multi-fluid microgrid demonstration platform to illus-
trate the relevance of the solution and to verify its feasibility. Efficient
interactions between electricity, hydrogen and transportation networks
allows a day-ahead energy production planning with reduced operating
costs.

FIFO discipline among dispatchers in hazmat routing-
scheduling

Reza Zanjirani Farahani, Seyed Sina Mohri, Nasrin Asgari,
Michael Bourlakis

This research investigates a hazmat routing-scheduling problem for a
transportation company in an urban transportation network. The prob-
lem considers multiple hazmat classes when incident probabilities are
unknown due to lack of sufficient historical data or accuracy. Since the
various vehicles take different routes and schedules to avoid multiple
accidents on the same link to minimize overall loss, the company will
face two issues in practice: (1) unfairly, there is no guarantee that the
vehicle departing earlier from the origin, arrive the destinations ear-
lier (FIFO); (2) the focus on the minimization of loss increases travel
time. We suggest a linked-based formulation to address these issues.
Our bi-objective model (i) observes FIFO discipline and (ii) consid-
ers two objective functions to study trade-off between loss and travel
time objectives. By applying queuing on waiting links, the problem is
formulated through demon approach and a combination of Nash and
Stackelberg games. We have developed a hybrid heuristics algorithm
to solve this operational problem efficiently. Verification of the model,
validation and tuning of the developed algorithm are accomplished via
small, medium and large size test problems. The tuned heuristic tech-
nique is run on data from a real-life case. Sensitivity analysis on the
case study provides some insights for the practitioners regarding trade-
offs between risk and travel time and impact of FIFO on them.
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Optimal Control of Production/Inventory Systems with
Correlated Demand Inter-Arrival and Processing Times
Nima Manafzadeh Dizbin, Baris Tan

We consider the production control problem of a production/inventory
system with correlated demand inter-arrival and processing times mod-
eled as Markovian Arrival Processes. The control problem is mini-
mizing the expected average cost of the system in the steady-state by
controlling when to produce an available part. We prove that the op-
timal control policy is a state-dependent base-stock policy. We deter-
mine the optimal threshold levels of the system controlled by the state-
dependent base-stock policy by using a Matrix Geometric method.
We then investigate how the autocorrelation of the arrival and service
processes impact the optimal threshold levels of the system. Finally,
we compare the performance of the optimal policy with of a single-
threshold base-stock policy where the threshold level is set indepen-
dent of the state of the system. Our numerical analysis demonstrates
that the state-independent base-stock policy performs quite well for
negatively correlated processes. However, when the processes are pos-
itively correlated, using a state-dependent base-stock policy improves
the performance of the system.

Capacity decisions in MTO production systems with
time-dependent demand

Jannik Vogel, Raik Stolletz

With increasing importance of customized and fully personalized prod-
ucts, the planning of MTO production systems becomes more relevant.
Manufacturers with MTO production can cope with variability in the
demand by adjustments of the machine speed which lead to additional
cost. We investigate how to decide on the processing rate in a single
stage MTO production system modeled as an M(t)/M(t)/1-queueing
system. The objective is to maximize the reward for finished products
diminished by holding cost for the work-in-process and service cost
proportional to the processing rate.

We discuss structural insights for stationary systems. For the time-
dependent system, we present a deterministic fluid approach and a
stochastic stationary-backlog carryover approach in order to optimize
the time-dependent system. A numerical study shows the structure of
the time-dependent solution under realistic assumptions. In addition,
the reliability of the optimization approaches is analyzed.

Warranty policy with imperfect preventive maintenance
for repairable items

Minjae Park

In this paper, we develop a cost model under two-dimensional war-
ranty with age and usage based on Lemon Law and determine decision
variables such as optimal preventive maintenance cycle for age and us-
age perspectives and optimal length of warranty period. We propose
a two-dimensional maintenance strategy, under which the item is pre-
ventively maintained according to a specified age interval or usage in-
terval, whichever occurs first. A periodic preventive maintenance ser-
vice is considered which can be implemented to reduce the repair cost
of a repairable product under warranty. The optimization of imper-
fect preventive maintenance for repairable items is investigated from
the manufacturer’s perspective by taking into account the moments of
customers purchasing two-dimensional warranty. During the warranty
period, preventive maintenance service and refund service is conducted
to reduce the degradation rate which the product is in operation and to
increase customers’ satisfaction. We consider minimal repair service,
refund service, preventive maintenance service for the warranty ser-
vices. The numerical application is implemented using the proposed
approach and examples are discussed to exemplify the applicability of
the methodologies derived in this paper.
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Markov decision process and simulation applied to well
campaign resource estimation
Pedro Henrique Sousa

Oil exploration processes are complex and can be classified as capital-
intensive business. The investments are primary designated to service
and material procurement. In addition, oil and gas exploration carry
intensive uncertainties levels that should be buffered in order to mini-
mize profit lost. The decision maker is then faced with the challenge of
performing these activities as economically as possible without com-
promising the efficiency. To guide the decisions, focused on critical re-
sources procurement, this work proposes the use of Markov Decision
Processes (MDP) optimal policy to perform a complete set of simula-
tions. The resulting model was tested for a 250-day exploration plan
comprising three and five wells campaign. The model converges rather
rapidly and the optimal policy and the simulation process allows the
estimation of the required number of critical resources.
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Post-Separation Classifier Feature Reduction
John Chinneck

Feature reduction tries to find the smallest set of features that allows
acceptable separation of the data. This is time-consuming, e.g. wrap-
per methods require multiple solutions using different subsets of the
features. We present a new approach: (i) find a separating hyperplane
by any method using all features, then (ii) find a different hyperplane
that provides the same separation while using fewer features. The nov-
elty is in the second step, which is based on new heuristics for finding
sparse solutions to linear programs. Finding a separating hyperplane
can be cast as an instance of the Maximum Feasible Subset problem
(maxFS): given an infeasible set of linear constraints, find the largest
cardinality feasible subset. There are good heuristics for this NP-hard
problem. To convert: transform each data point into a linear inequal-
ity in variables representing the feature weights, then apply a maxFS
heuristic to find a solution that satisfies as many of the inequalities as
possible (i.e. correctly classifies as many of the data points as possi-
ble). We adapt this formulation for use with any hyperplane placement
method: (i) find the hyperplane, (ii) convert only the correctly classi-
fied points to inequalities, (iii) find a sparse solution (i.e. one in which
few variables are nonzero) to this feasible system. Few nonzero vari-
ables is the same as few features. The sparse solution algorithm is itself
another variant of a maxFS solution heuristic. Experimental results are
given.

Ensemble Feature Selection by Accuracy Diversity
Trade off
Sureyya Ozogur-Akyuz, Pinar Karadayi Atas

Feature selection and Ensemble learning are new research topics in
machine learning recently. Ensemble learning improves performance
of machine learning methods by combining several models. This ap-
proach allows the production of better predictive performance com-
pared to a single model. In recent years, a new type of feature se-
lection method, called ensemble feature selection, has been proposed
and studied. In this new method, multiple diverse feature selection
method results are combined. In many ways, this approach is supe-
rior to traditional feature selection methods of choice. In this paper,

we propose a novel ensemble pruning algorithm specifically on fea-
ture selection methods by selecting the best subset of the ensemble
having both accurate and diverse models via optimization theory. The
proposed ensemble feature selection algorithm is compared with exist-
ing feature selection algorithms on several datasets. The performance
results shows that the proposed algorithm in this study gives better pre-
dictions.

Novel Ensemble SVM Algorithm for Classification of
Motor Imagery Task

Duygu Ucuncu, Muhammad Ammar Ali, Pinar Karadayi
Atas, Sureyya Ozogur-Akyuz

Brain-Computer Interface (BCI) helps to communicate for the dis-
abled and handicapped in which Electroencephalogram (EEG) based
approaches are used for Motor Imagery (MI) tasks. EEG signals are
well-known for being non-stationary and are sensitive to artifacts from
various sources such as the physical and mental state of the patient,
their mood, their posture, and any external noise or distractions etc.
Processing of this type of data directly affects the classification per-
formance which leads a critical step in any BCI system. Ensemble
learning has been used for various BCI classification problems includ-
ing MI and P300 event related potential which has been shown to be
robust. The purpose of this paper is to develop an algorithm which
uses ensemble selection for EEG classification evoked by an MI task.
In order to achieve this, the features of an EEG dataset are extracted
and trained by a range of Support Vector Machines (SVMs) to make
a diverse ensemble of classifiers. This ensemble is then pruned by us-
ing a novel optimization model by a Difference of Convex Algorithm
(DCA) which has not been used on EEG data before.

Data Management System with Graphical User Interface
for Multi-Group Classification
Fatih Rahim, Metin Tiirkay

Multi-class data classification is a supervised machine learning prob-
lem that involves assigning data to multiple groups. We present a data
management system with graphical user interface to manage the large
value of complex statistical information hidden in the classification
data sets. The system is founded on the notion of linear separability.
The core of the approach involves splitting each class’s dataset into
subsets such that the subsets of different classes are linearly separable.
The subsets are generated via an MILP model that minimizes weighted
sum of the number of subsets and the misclassified samples. For the
datasets that cannot be handled by the model, we resort to an MILP-
based algorithm. We build classifiers based on the convex hulls of the
subsets and the polyhedral regions for the testing phase. The LP, QP
and MILP models are solved using Gurobi Optimizer. The system sup-
ports setting the necessary parameters of the model and the algorithm
such as, the number of subsets allowed per class, the maximum num-
ber of iterations, time limits for the MILP models, etc. In addition,
it allows the solution of the algorithm to be used as starting solution
for the main model. For the validation of the algorithm, 10-Fold CV,
LOOCY, train test set pairs and percent split are supported by the sys-
tem. Percent accuracy levels, and confusion matrices are reported in
addition to the computation time.
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Kiyoshi Yoneda, Charles Childers, Walter Celaschi

Specification for
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This is an attempt to bring the inverse problem approach to au-
tonomous machines under resource-constrained computing devices.

The workflow starts by describing a system of overdetermined equa-
tions relating a decision vector to an outcome vector of higher dimen-
sion. The objective function is specified not directly as a mathematical
expression but through a set of tables with the amount of item in con-
cern against its utility.

The utility is measured in terms of action worth probability to endow
behavioral semantics. The utility tables thus obtained are converted
into tables of pairs consisting of the amount of item in concern and its
standardized value. For each item a standardization function is defined
by linearly interpolating this table.

This results in reduction of the inverse problem into optimization in
the same way as the method of least squares, with piecewise linear
rather than linear standardization functions. The optimization has to
be carried out derivative-free since the linear interpolation turns the
loss function nondifferentiable.

A minimal computer language of the Forth family is proposed for an
implementation providing portability among devices of varied archi-
tectures. Techniques to deal with limited resources will be touched
upon.

Quantitative Compliance as a Driver for Automation in
Container Terminals
Leif Meier

Compliance management covers all efforts to comply with regulations
such as laws and rules, policies, standards and/or even ethics.

Automated processes are dealing with a huge number of (trans-) ac-
tions to be executed in short term, depending on big data sets. Each
single transaction that is executed must comply with above regulations.

Quantitative Compliance (QC) operates with applied methods from
Operations Research and Econometrics to manage processes and risks
in complex systems considering regulations to improve decisions from
available information.

We show results of a QC-case study from automated Container Ter-
minals to identify suspicious data constellations and anomalies from
multiple sources in order to provide help to correct data sets before
having an impact on the operations process, e.g. causing a crane stop
or system breakdown.

Comparison of Rotation Criteria of Factor Analysis and
Independent Component Analysis
Yuto Imamura, Takahiro Nishigaki, Takashi Onoda

The purpose of this research is to clarify the difference of the character-
istics of independent component analysis and factor analysis. We fo-
cus on the rotation criterion of these two methods this paper. Previous
research derived the relation between the orthomax rotation criterion
used in factor analysis and kurtosis rotation criterion used in indepen-
dent component analysis. This research discovered that the kurtosis
criterion is the orthomax criterion that is changed weight. Previous re-
search doesn’t address the difference between kurtosis and other factor
rotation criterion, and characteristics of kurtosis. We derived the rela-
tionship between Crawford and Ferguson rotation criterion that is used
in factor analysis and kurtosis rotation criterion. Moreover, we discov-
ered that the characteristics of kurtosis criterion that emphasizes the
simplification of rows of a factor loading matrix because the relation-
ship between Crawford and Ferguson criterion and kurtosis criterion.
Experimental result using sample data showed the characteristics of
kurtosis we discovered. We discovered that Crawford and Ferguson
criterion is equivalent to kurtosis criterion by changing weights. In
this research, we analyzed characteristics of kurtosis criterion and re-
lationship of Crawford and Ferguson criterion and kurtosis criterion.
The remaining problem is more detail difference of independent com-
ponent analysis and factor analysis.

Wiki Corpus-based Vocabulary Level Dictionary by Text
Mining Methods
Megumi Yamamoto, Nobuo Umemura, Hiroyuki Kawano

The authors are interested in advanced applications by text mining
technology. In this presentation, we propose a construction method
of a vocabulary level dictionary based on word frequency from the
Japanese Wikipedia dataset as a large-scale corpus. We try to apply
LDA (Latent Dirichlet Allocation) to Wiki corpus in order to generate
topics based on word frequency, but computing cost of the difficulty
index of rarely appearing words is very expensive. Therefore, we pro-
pose a combined method with the word difficulty index by TF-IDF
(Term Frequency - Inverse Document Frequency) as a conventional
method, and attempt to construct a highly comprehensive and accu-
rate vocabulary level dictionary. In order to evaluate the practicality
of the constructed vocabulary level dictionary, we introduce it to the
educational automated essay scoring support system using SVM (Sup-
port Vector Machine), which has been developed in our previous re-
searches. By using our vocabulary level dictionary, we confirm the
sufficient evaluation of vocabulary level for writing essays by univer-
sity students. Furthermore, we evaluate the accuracy compared with
teacher’s score. In our experiments, the extent to which the scoring ac-
curacy of the automated essay scoring changes when using the vocabu-
lary level dictionary for conventional Japanese learners and when using
the vocabulary level dictionary constructed by our proposed method.
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Dynamic solutions for electric scooters collection prob-
lem
Belma Turan

As European cities move towards developing green and sustainable
urban centers, the arrival of electric vehicles has expanded. Since
September 2018 several companies offer e-scooters in the city of Vi-
enna and advertise them as an efficient and eco-friendly way of trans-
portation in cities and urban areas. The scooters can be rented through-
out the day; during the night they are collected and charged, and in the
morning distributed to designated pickup locations. The collection of
the scooters in the evening needs careful planning, as, due to the long
charging times, only a limited time window is left for the pickup. This
turned out to be more challenging task than originally anticipated: Al-
though the geo-positions of the scooters can be tracked via mobile app,
the exact position might vary up to several dozen meters from the posi-
tion shown in the app. As this happens quite often, the initial planning
might result in sub-optimal solutions, as, due to delays, the scooters
will arrive late in the depot and might not be ready for the morning dis-
tribution. Therefore, we propose a dynamic solution method, where,
after every 20 minutes, the actual positions of drivers are observed and,
if needed, the problem is re-optimized. In this way the fleet can be bet-
ter utilized and necessary actions can be taken in order to avoid delays,
e.g. employing an additional driver. The benefit of the re-optimization
is measured by evaluating the additional costs and lost sales caused by
delays.

A user-centered approach for the multimodal car- and
ride-sharing problem (MMCRP)
Miriam Enzi, Sophie Parragh, Jakob Puchinger

In the multimodal car and ride sharing problem (MMCRP) we aim
at determining the optimal mode of transport (MOT)-assignment for
travel requests and to schedule the tours of available cars. A tour cor-
responds to a route of a car during one day, encompassing one or more
drivers, handing over the vehicle at a depot, and including possible
ride-sharing activities. Ride-sharing is allowed even if drivers and rid-
ers do not share the same origin and/or destination. The number of
cars at depots is limited and all other MOTs have unlimited capacity.
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We investigate the MMCRP from a user-centered point of view. User
satisfaction is a crucial aspect in shared mobility systems, we there-
fore consider user preferences in an alternate objective. Users may
choose and rank their preferred modes of transport for different times
of the day. In this way we account for e.g. different traffic conditions
throughout the planning horizon and opt to maximize user satisfaction.
‘We present a general heuristic solution framework where we iteratively
build vehicle tours and enhance the incumbent solution by varying the
MOT-assignment as well as adding possible ride-sharing candidates
to the drivers. We analyze the impact of including a user perspective
to the optimization problem and compare the new objective function
to results obtained by minimizing costs. Computational experiments
based on realistic instances are reported.

Innovative approaches for supporting sustainable and
reliable planning of rail and intermodal transport
Martin Hrusovsky, Emrah Demir, Werner Jammernegg, Tina
Wakolbinger, Tom van Woensel

Changing customer preferences and innovative logistics concepts (e.g.,
physical internet) lead to smaller batch sizes, higher transport volumes
and shorter delivery times, resulting in new challenges for transport
operations. Consequently, road transport is dominating transport mode
due to its high flexibility and adaptability to these changes. How-
ever, increasing road traffic negatively impacts the environment and
increases the risk of disruptions, thus affecting transport reliability.
Therefore alternative transport modes, such as rail or intermodal trans-
port, can be used to reduce these negative impacts. However, these
alternatives require efficient planning approaches in order to increase
their flexibility and responsiveness. In this talk, we present two plan-
ning approaches dealing with efficient planning of rail and intermodal
transport operations. In the first case, a simulation-optimization model
is used for operational intermodal transport planning. This model com-
bines economic and environmental criteria for optimizing the routes
and increases the reliability by including disruptions. To this end, po-
tential disruptions are considered in offline planning whereas several
policies are compared in online planning where a fast reaction to an
occurred disruption is necessary. The second case presents a planning
approach for rail wagon fleets that should contribute to shorter lead
times and less empty miles by anticipating future transport demand
and possible disruptions.

Evaluating measures for sustainable urban freight
transport - A case study in Vienna
Alexandra Anderluh, Tina Wakolbinger

Continuously increasing freight traffic volumes, which negatively im-
pact the quality of life of citizens as well as the economic efficiency of
companies due to noise and congestion, are a typical characteristic of
today’s cities. Urban road haulage - currently conducted to a large ex-
tent by fossil-fueled vehicles - causes large amounts of greenhouse gas
emissions which result in negative climate effects. Within the frame-
work of urban logistics, it is therefore essential to adopt suitable mea-
sures in urban freight transport, which enable a reduction in emissions
while ensuring high-quality but also economic supply and disposal for
a city. In our work, the basis is an origin-destination-model of freight
traffic flows of selected sectors. On the one hand, the model builds
on traffic data from the City of Vienna and the Asfinag, and on data
provided by selected companies from 5 sectors (CEP, construction site
traffic, food, non-food consumer goods and waste disposal). Based on
this model, specific measures (shift to low emission/non-emission ve-
hicles, multimodal transport, and usage of consolidation centers) can
be evaluated for their suitability with regard to emission reduction,
quality of supply/disposal and economic efficiency. Finally, the se-
lected measures are evaluated for a specific company and its freight
transport scheme in Vienna. Thus, the results of our work can serve
affected stakeholder groups as decision support in urban transport pol-

icy.
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The Profit-Maximizing Lot Size Problem with Pricing
Lag Effects
Erik Langelo, Bard-Inge Pettersen, Per Kristian Rekdal

In 1970, Joseph Thomas extended the well-known dynamic lot size
model of Wagner and Whitin to include variable prices, as well as
variable production costs. This master thesis extends Thomas’ model
to include something called the "lag effect".

Formally, this master thesis models a disaggregated, finite-horizon,
profit-maximizing dynamic lot size problem with pricing lag effects in
demand. This effect models the tendency for customers to stock up on
a product when it is offered for cheap, causing demand to increase in
the "cheap" time period, while it decreases in the next. In effect, low-
ering the price causes demand to shift backwards in time, in addition
to increasing demand as in most demand functions.

The problem is to decide in which time periods to produce, how much
to produce in each period, and which price to set in each period. The
objective is to maximize the total profit, defined as total revenue minus
total setup cost, production cost and inventory holding cost.

Three theorems which restrict the amount of possible optimal solu-
tions are proved. A solution is then provided to the production horizon
problem, a sub-problem of the main problem. The production horizon
problem is then solved with two different models: with and without the
lag effect. The optimal solutions of these models are then compared for
varying values of some key parameters.

Economic Lot Sizing Problem with Inventory Dependent
Demand
Mehmet Onal

We consider an economic lot sizing problem where the demand in a
period is a piece-wise linear and concave function of the amount of
the available inventory (after production) in that period. First we state
our assumptions on the demand function and highlight its properties.
Then we show that the problem is NP-hard even when there are time
invariant production capacities. We then state some properties of opti-
mal solutions and propose a polynomial time algorithm when there are
no capacity restrictions on production. Finally, we discuss some future
research opportunities.

A decentralized spillover effect algorithm for the capac-
itated lot-sizing problem with back-orders
Marin Lujak, Eva Onaindia, Alberto Fernandez

In this paper, we study single-level multiple-item capacitated lot-sizing
problem with backorders (CLSP-BO) present in production planning
and supply chain management and extensible to many other areas. The
CLSP-BO is a special kind of the CLSP problem as production can be
anticipated or delayed in respect to the product demands, resulting in
holding and backlog costs, respectively. It is crucial in cases with a too
high demand, since, otherwise, no feasible plan would exist. Some La-
grangean relaxation-based approaches exist for this NP-hard problem
but they are mostly centralized and intractable. Aiming at decision dis-
tribution, scalability, and low computational complexity, we propose a
decentralized, asynchronous, and iterative heuristic algorithm based on
the spillover effect. In economy, the spillover effect is related to the in-
terconnection of economies of different countries. In ecology, it refers
to the moment when the available resources in one habitat cannot sup-
port the entire insect population, producing an "overflow", flooding ad-
jacent habitats. For each positive demand of every item at each period,
the proposed spillover algorithm assigns iteratively limited resources
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based on the ordering of accumulated costs of all demands for each
period and then balances the usage of resources among individual pe-
riods based on the spillover effect. We show the functioning of the
proposed algorithm on some examples and compare it with relevant
benchmark approaches.

4 - Production planning with on-site generation of renew-
able energy
Céline Gicquel, Ayse Akbalik, Bernard Penz, Christophe
Rapine

Many industrial companies now use some type of on-site generated re-
newable energy to provide power to their facilities. However, due to
the high variability in its availability, renewable energy is not expected
to fully replace grid electricity but rather to be used in combination
with it.

We investigate a single-item single-resource mid-term production
planning problem. In our model, the production resource has a sta-
tionary default nominal capacity which can be temporarily increased
by installing some extra capacity. This extra capacity is a multiple of a
base capacity extension value and a fixed cost has to be paid each time
one unit of this base capacity extension value is installed. Production
and inventory holding costs are assumed to be linear. The production
activities in the factory translate into an energy demand. We consider
that two alternative sources of energy are available to supply this de-
mand: an on-site generated renewable energy, free of use but available
in a limited time-varying quantity, and the grid power, available at any
required level but by paying a unit cost per kWh purchased.

We show that this problem is NP-complete, even in the case where a
single capacity extension is allowed. For the special case where the
on-site generated renewable energy is not enough to produce at the de-
fault nominal capacity, we provide a polynomial time algorithm based
on the resolution of a sequence of Discrete Lot-Sizing Problems.
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1- Applying Resource Constrained Programming in the
Planning Process of Agricultural Contractors
David Wittwer

Compared to other industries agricultural products have a very high
proportion of logistics costs between 40 to 50% of their total costs. The
increased focus on core competences in all industries has led to highly
specialized farmers that outsource their logistics efforts to agricultural
contractors. These contractors face a complex planning problem in or-
der to maintain profitability and competitiveness which is commonly
solved via instinct. High costs and the current inefficient approach
lead to the assumption of big optimization potential in this field. The
agricultural environment entails several special constraints due to spe-
cialized machinery used for the harvesting process, unbalanced order
loads despite a long planning period and peaks during harvest season
with high weather dependencies. This study explores and describes
the influencing factors and describes the logistic process chains con-
sidering technological constraints. These restrictions are the basis to
develop a mathematical model of the optimization problem.

2 - The impact of supply chain design options on perfor-
mance measures in the semiconductor industry
Bernhard Oberegger, Andreas Felsberger, Boualem Rabta,
Gerald Reiner

70

We analyse a semiconductor supply chain facing stochastic demand
and uncertainties in lead-times. A semiconductor supply chain typi-
cally consists of several stages such as frontend production, backend
production and distribution centres (DCs). A common strategy in this
high-volume supply network is to maintain a significant inventory of
products (called die-bank), between the frontend production and back-
end assembly stages. Since most customisation takes place in assem-
bly and final test, this approach allows wafers to be pulled from the
die-bank and processed rapidly through final test for delivery, avoiding
the long cycle times of the frontend wafer fabs. However, this leads
to increased complexity in addition to the uncertainties in demand and
lead-times, e.g. make-to-stock vs. make-to-order or assembly-to-order
processes. The objective is to determine the best strategy in terms of
inventory positioning and DCs localisations in the network in a way
that the amount of the inventory (safety stock) and transport costs are
minimized. We build a simulation model for the semiconductor supply
chain under study. We compare different network configurations such
as centralised and decentralised distribution centres by considering the
impact on operational performance measures such as services levels,
lead-time and WIP.
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1 - Discount allocation optimisation considering customer
relevancy scores.
Nishant Kumar Verma, Milan Kumar

This paper deals with optimal allocation of limited discounts/coupons
to potential customers. We consider a product company who wants to
reward its loyal customers by giving them heavy discount on the prod-
ucts they buy repeatedly. The company already has "Relevancy scores"
for its customers which signifies the probability of buying these prod-
ucts in their next visit. Based on the scores company wants to allo-
cate most relevant set of product discounts to customers. We develop
a mixed integer non linear programming (MINLP) model with con-
straints to come up with the optimal discount allocation. With the help
of real time company data, we conduct extensive numerical analysis to
understand the allocation process. Existing papers in the extant litera-
ture talk about various scoring models to assess their customers based
on their individual buying history. This paper attempts to study the op-
timum discount allocation policy using normative mathematical model
along with real time data from one of the leading customer product
companies.

2 - Optimal replenishment and disposal policy for substi-
tutable products with fixed shelf life
Konstantina Skouri, Iris-Pandora Krommyda, Vasileios Tatsis

The optimal replenishment policy for two products, with a fixed shelf
life, that are ordered simultaneously from the same supplier is stud-
ied. When the products are near their expiration date the retailer offers
a discount on their price in order to increase demand. However, the
demand also becomes a decreasing function with respect to the time
remaining before the expiration date as the customers become aware
of the expiration date of the products. In order to avoid waste, unsold
items at the end of the replenishment cycle can be donated to non-profit
organizations or be sold at a salvage price to a secondary market. We
also assume that in case of a stock-out for one of the products, a known
fraction of its demand can be satisfied by using the stock of the other
product. The aim is to determine the optimal reorder interval, the time



EURO 2019 - Dublin

MC-25

instant to discount each product’s initial selling price and the quantity
of each product that should be donated or sold to the secondary market
so that the retailer’s profit is maximized. Numerical examples are con-
ducted in order to examine the influence of different system parameters
to the optimal policy.

Optimal values of policy parameters for competing re-
tailers under disruption risk and price constraints
Milan Kumar, Preetam Basu, Balram Avittathur

Price gouging is the practice of raising prices more than what is needed
to cover increased cost for bringing extra supplies during an event of
a disruption. During two separate occasions in 2014, namely, New
Year’s Eve and hurricane Sandy; Uber charged as much as 4.5 times
higher than their regular fare. The regulators intervened, and Uber
agreed to cap the surge pricing at 2.5 times the normal price during
*abnormal disruptions of the market.” Price fluctuation is a common
phenomenon these days. Firms source their products from suppliers
in multiple countries thus exposing the supply chain to vulnerabilities.
‘When supply of a product is affected due to disruption at one or more
node in a supply chain, it results in lack of supplies in the market which
may lead to increase in prices of the good.

In this paper, we explore two questions: 1. how to analyse the price
constraints from the perspective of social surplus and 2. what form
of price constraint can be used for a market that is characterised by
market-share of the retailers, cost of production/procurement and con-
sumer price sensitivity? We look at two competing retailers competing
in end-market and offering a partially substitutable product. One of the
retailers is exposed to supply risk. Retailers increase prices in the face
of supply disruption. The regulators with information about the supply
risk can choose between the price constraints and the parameter that
will dictate the level of constraint.
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Late rejection, a strategy for overflow management
Benjamin Legros, Oualid Jouini

Motivated by overflow policies implemented for inventory manage-
ment and in contact centers, we consider a multi-server queue where a
rejection control is exercised on customers who are currently waiting
in the queue. Our objective is to find a good balance between conflict-
ing objectives, namely, the rate of rejected customers and a waiting
cost function which may involve percentiles of the waiting time. We
develop a Markov decision process approach where the waiting time
of the first customer in line is used in a discretized form to define the
system state. We show that a time-based threshold policy is optimal
and we develop a procedure to compute the optimal threshold. Our
analysis explains some known behaviors in practice. For instance, if
the wait cost function is only constituted of percentiles of the waiting
time, then the optimal threshold is one of the time limits defining the
percentiles.

Next, we analyze the transient behavior and the busy period of the cor-
responding Markovian queue with deterministic rejection. We obtain
the Laplace Transform of the transient probabilities of the approxi-
mated model in closed-form. This allows us to compute the explicit
expressions of the Laplace transform of the main performance mea-
sures for the real system. One interesting insight of this analysis is
that the full busy period of the unstable M/M/s queue may have a finite
coefficient of variation.

2-

Optimal Contact Center Staffing and Scheduling with
Machine Learning

Ger Koole, Qingchen Wang, Siqiao Li

We consider making weekly schedules in a multi-channel multi-skill
call center. The only known accurate solution method is simulation
optimization, but this tends to be slow and therefore leading to highly
suboptimal solutions. To speed up this process we approximate the
performance by a predictive model based on a limited set of simula-
tions and optimize using this approximation. We present numerical
results from a real call center.

An inventory model for items with
advertisement-dependent demand

Joaquin Sicilia-Rodriguez, Luis A. San-José-Nieto, Beatriz
Abdul-Jalbar

An inventory model for goods whose demands depend on time, price
and advertising frequency is analyzed. The inventory system refers to
a single product and it is assumed that the planning horizon is infinite.
The profit during the inventory cycle is calculated as the difference be-
tween the revenue obtained from sales and the sum of the costs related
to the inventory management. The objective consists of determining
the selling price, the frequency of advertisement and the inventory cy-
cle to maximize the average profit per unit time. An approach to solve
this inventory problem is developed, which analyzes the properties of
the objective function and presents an algorithmic procedure to obtain
the optimal inventory policy. Some numerical examples are provided
to illustrate how the optimal inventory policies are determined.

time-price-
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A heuristic method for a 3D packing problem with appli-
cations to truck loading

Andrea Bettinelli, Matteo Pozzi, Daniele Vigo

We present a real-world application in which a three-dimensional bin-
packing problem is solved in order to minimize the shipping cost of a
given set of orders. The problem is addressed from the point of view
of the shipper. It combines truck-loading constraints (such as weight
balance, cargo stability, stacking rules), to ensure the feasibility of the
loading pattern, with operational constraints related to the management
of the orders (such as assignment of orders to carries, availability and
due dates). In addition, it requires an accurate modelling of the cost tar-
iffs. To solve the problem we propose a metaheuristic method based on
the ruin-and-recreate paradigm. It features several constructive proce-
dures leveraging on the concept of extreme point introduced by Crainic
et al. (2008), and specialized procedures for recovering weight balance
feasibility. The effectiveness of the approach is evaluated by testing
real-world instances as well as benchmark instances form the litera-
ture.

The multiperiod cutting stock problem: a biobjective ap-
proach

Kelly Cristina Poldi, Livia Pierini

The Cutting Stock Problem (CSP) arises when the cutting process op-
timization is requested and determines how larger objects must be cut
into smaller items in order to meet the demand and satisfy some op-
timization criteria. The CSP that aims to minimize conflicting objec-
tives can be characterized as a multiobjective problem. Considering
the problem as a multiobjective means contemplate the preference re-
lationship with optimization, giving the decision-maker the available
alternatives for a more informed, comprehensive and safe choice. Two
widely used techniques in multiobjective optimization are known as
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Weighted Sum and E-constraint methods. Against the importance of
the multiobjective approach and the lack of work adressing the Biob-
jective Multiperiod Cutting Stock Problem (BMCSP) that seeks to
minimize the cost of production associated with the total length of
cut objects (waste) and the inventory costs of objects and items, the
objective of this study is to investigate the trade-off between the two
conflicting objectives of the BMCSP and to compare the performance
of the Weighted Sum and the E-constraint methods in obtaining the
Pareto Front. Computational tests were performed in which the Col-
umn Generation method was used. The results confirmed a strong
negative correlation between the objective functions of the model. A
greater number of eficient solutions was obtained by the E-constraint
method.

The constrained two-dimensional guillotine cutting
problem with defects: an ILP formulation, a Benders de-
composition and a CP-based algorithm

Mateus Martin, Pedro Hokama, Reinaldo Morabito, Pedro
Munari

This paper addresses a variant of two-dimensional cutting problems
in which rectangular small pieces are obtained by cutting a rectangu-
lar object through guillotine cuts. The characteristics of this variant
are: (i) the object contains some defects, and the items cut must be
defective-free; (ii) there is an upper bound on the number of times an
item type may appear in the cutting pattern; (iii) the number of guillo-
tine stages is not restricted. This problem commonly arises in indus-
trial settings that deal with defective materials, e.g., either by intrinsic
characteristics of the object as in the cutting of wooden boards with
knotholes in the wood industry, or by the manufacturing process as in
the production of flat glass in the glass industry. Despite its potential
applicability, few studies in the literature have addressed cutting prob-
lems with defective materials. We propose an integer linear program-
ming (ILP) model for this problem based on the discretization of the
defective object. As solution methods for the problem, we develop a
Benders decomposition algorithm and a constraint-programming (CP)
based algorithm. We evaluate these approaches through computational
experiments, using benchmark instances from the literature. The re-
sults show that the methods are effective on different types of instances
and can find optimal solutions even for instances with dimensions close
to real-size.
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Using mixed integer linear programming to solve a real
assignment problem in the service-to-business domain,
considering levels of dependence between planning
horizons

Minh-Phuoc Doan, Julien Fondrevelle, Valérie
Botta-genoulaz, Jose Ribeiro

In this article we use a mixed integer linear programming (MILP)
approach to solve a real agent assignment problem in the service-to-
business domain. This problem is found in a Brazilian subcontracting
company providing on-site services (cleaning, concierge and surveil-
lance) to business clients. Each agent of the service company, having
a contract type with daily and weekly work capacities, has to travel to
clients’ workplaces to provide services. Each service is characterized
by a number of required agents, a daily start time, a daily end time, and
its weekly repetitiveness. Solving this problem, the service company

has two main objectives to reach including minimizing the total travel
costs of its agents from their homes to the workplaces, and maximizing
their satisfaction by balancing the workload between them. Because
the demands of clients are weekly repeated and the work timetables
of most of the agent contract types are defined per week, we choose to
solve this problem over one-week planning horizons. The solutions ob-
tained in each individual horizon are studied in three different scenarios
corresponding to three levels of dependence between consecutive hori-
zons (independent, fully dependent and dependent with buffer zones).
The numerical experiments on the real data provided by the Brazilian
company allow us to see the impact of these levels on the problem so-
lution, thus, provide management tools for the company managers to
improve their current assignment

Spare Parts Planning for Manufacturing Systems with
Buffer Storage
Julia Zimmermann, Gudrun Kiesmuller

The aim of spare parts planning for machines is to ensure high avail-
ability, such that the impact of failures on the production process can
be reduced. Thus, spare parts can be used for preventive maintenance
activities in order to avoid failures or for corrective maintenance after
machines have failed. Then, parts are kept in stock to enable a fast
repair by a replacement of a broken component. Further complexity
appears if machines are arranged in series with intermediate buffers.
In this case, the downtime of a machine does not necessarily lead to
production losses. Additionally, the buffer sizes and other machines in
line affect the demand for spare parts if operation dependent failures
are considered. For this case, existing approaches for spare parts plan-
ning from the literature cannot be applied. In this paper, a flow line
with unreliable machines and different buffer designs, like inter stage
buffers or a centrally shared buffer, is considered. Failures of machines
are caused by critical components in these machines. In order to re-
duce downtimes of the machines, spare parts are kept in stock. The
system is modeled by a continuous-time Markov Chain and we derive
exact expressions for several performance measures. We analyze the
influence of the buffer design on spare parts provisioning and show
how optimal manufacturing systems are designed.

Forecasting Airport Transfer Passenger Flow Using
Real-Time Data and Machine Learning
Xiaojia Guo

Airports and airlines have been challenged to improve decision-making
by producing accurate forecasts in real time. In collaboration with
Heathrow airport, we develop a predictive system that generates quan-
tile forecasts of transfer passengers’ connection times. Sampling from
the distribution of individual passengers’ connection times, the system
also produces quantile forecasts for the number of passengers arriving
at the immigration and security areas. The predictive model developed
is based on a regression tree combined with copula-based simulations.
We generalize the tree method to predict complete distributions, mov-
ing beyond point forecasts. To derive insights from the tree, we in-
troduce the concept of a stable tree that can be summarized by its key
variables’ splits. We identify seven key factors that impact passengers’
connection times, dividing passengers into 16 passenger segments. We
find that adding correlations among the connection times of passen-
gers arriving on the same flight can improve the forecasts of arrivals at
the immigration and security areas. When compared to several bench-
marks, our model is shown to be more accurate in both point fore-
casting and quantile forecasting. Our predictive system can produce
accurate forecasts, frequently, and in real-time. With these forecasts,
an airport’s operating team can make data-driven decisions, identify
late connecting passengers and assist them to make their connections.
The airport can also update its resourcing

Net-Metered Distributed Renewable Energy: A Peril for
Utilities?
Jayashankar Swaminathan, Nur Sunar

Our paper studies the implications of such "distributed renewable en-
ergy" for utility profits and social welfare under net metering that has
sparked heated debates in practice. We prove that when the equilibrium
wholesale price is sufficiently sensitive to the changes in the whole-
sale demand, there exists a critical market reliance level above which
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the net-metered distributed generation strictly improves the utility’s ex-
pected profit. Our analysis also suggests that under certain conditions,
it can be favorable for utilities to motivate their customers to adopt
distributed renewable energy technology as increased adoption strictly
improves the utility profitability.
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1- Asset Pricing on Multiple Segmented Markets
Ahmed Badreldin, Bernhard Nietert

Despite continuous deregulatory efforts, investors are still confronted
with unequal access to asset markets partly due to legal restrictions
(unequal access to foreign and domestic stocks, short sale constraints)
and partly due to investors’ decisions (to invest only in "ethical" invest-
ments, or only in stocks where they have complete information), lead-
ing to market segmentation. The literature has a solid understanding of
asset pricing on segmented markets with a single restriction, but does
not know much about markets where more than one restriction exists
(multiple segmented markets). For that reason, we analyze risk premia
on multiple segmented markets. We find that risk premia of assets,
from which some investors are excluded, equal risk premia on unseg-
mented markets and a term that reflects the demand deficit caused by
excluded investors. This term becomes greater, the more investors are
restricted from investing, and the more the risk premia between seg-
mented and unsegmented markets diverge. However, these risk premia
are not empirically applicable since they contain investors’ unobserv-
able risk preference parameters. Thus we re-express unobservable risk
preference parameters with the help of observable (factor) portfolios.
Finally, we apply simulations to analyze the statistical and economic
significance of the identified differences in risk premia.

2 - Stochastic frontiers and efficiency for investments
John Lamb

The literature using data envelopment analysis (DEA) to estimate ef-
ficiency of investments such as hedge funds is well established. The
literature applying stochastic frontier analysis (SFA) for the same pur-
pose is very limited. This is surprising. SFA is better suited than DEA
to stochastic data. And the most common form of the frontier in SFA
matches what we might expect for investments. We investigate the
problems in applying SFA to estimate the efficiency of investments
and find several issues have been ignored. SFA assumes input and out-
put variables are measured without error and that any deviation from
the efficient frontier is composed of two components: an inefficiency,
usually estimated with a truncated normal distribution and a random
variation from the true frontier. Both components are assumed to be
homoscedastic. It is straightforward to show that none of these as-
sumptions are reasonable for investment funds and we show how to
overcome them.

3 - Asset allocation with social impact investments
Massimo Biasin, Roy Cerqueti, Emanuela Giacomini, Luca
Riccetti, Anna Grazia Quaranta, Nicoletta Marinelli

Besides their social impact, Social Impact Investments (SII) are an as-
set class that can be used for portfolio allocation. However, few studies
investigated the risk-return performance of SII and their utility for port-
folio allocation. Following La Torre, Chiappini and Mango (2017), we
perform an investigation of how Social Impact Firms (SIF) contribute
to portfolio risk and return performance. Using a unique dataset of
50 listed companies that meet the majority of the OECD requirements

for SII, we build a social impact finance stock index (SIFSI) and com-
pare the out-of-sample results for portfolios including or not the SIFSI
among the feasible assets. The analysis is performed in terms of re-
turns, Sharpe ratio, utility and forecast premium based on a Constant
Relative Risk Aversion (CRRA) function for investors with different
level of risk aversion. Following Riccetti (2013), the portfolios are
built with different methodologies: naive, Markowitz (1952) mean-
variance optimization, GARCH-copula model. Overall, our macro as-
set allocation show the importance of a large portfolio slice committed
to the SIF investments. Therefore, investors should closely monitor
SIF firms in order to include their stocks in their portfolios.

4 - Learing by Going effect in product pricing
Séandor Danka

In our work we are dealing with a general dynamic model for maxi-
mizing profits in which demand depends on both price and quality. It
is well known that price is a function of quality, but it is not a trivial
question to define quality. The work attempts to explain quality, the
factors that effect quality, and the way quality can be endogenously
and exogenously altered. The answer to these questions are inevitable
to implement quality into the model. As literature well describes the
phenomenon of learning by doing, we will try to extend this manner
of progression in the current economic state encompassed with ground
breaking business models, disruptive innovations, closed loop value
chains, and many other that modify many baseline consequences.
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1 - Consumption-Based Downside Risk
Georges Tsafack

Investors care about the relationship between stock returns and the real
economy. They also display an asymmetry behavior toward the ups
and downs of their consumption. In a general equilibrium framework
where the representative agent exhibits a disappointment aversion, we
show how asset returns reflect both the downside risk premium and the
upside discount. Empirical evidence show that downside consumption
beta is a strong predictor of future stock returns. The risk premium
based on downside consumption is however relatively low compared
to premium when the market is used as a proxy.

2 - Stabilizing financial networks via mergers and acquisi-
tions
Markku Kallio, Aien Khabazian

We analyze the benefits of mergers and acquisitions to stabilize a fi-
nancial network. For identifying autonomous choices for banks to
merge, we consider both the marriage model of stable matching and
competitive bidding. Given mergers, for the evaluation of the finan-
cial network we extend the Eisenberg-Noe model taking into account
bankruptcy and liquidation costs, and different seniorities of liabilities.
Importantly, to avoid excessive deadweight losses we assume that cor-
porate bonds of solvent banks can be used (in addition to cash) for
clearing payments. For crisis resolution, the social planner (SP) may
provide some bail-outs helping to cover the liabilities of the insolvent
bank. We develop a bi-level model to identify the SP’s best subsidizing
policy. In this model, the SP’s welfare loss function is minimized by
simultaneous choice of subsidy levels, pairs of banks for mergers and
the clearing equilibrium, taking into account that mergers need to be
based autonomous choices of banks. For demonstration we use major
European banks and a scenario which is linked to the adverse economic
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scenario used in 2016 EU-wide stress testing.The results show that the
total subsidy for resolving a serious crisis may well be within the funds
of SRF of the European banking union.

Understanding spill-over effects in financial constraints
for UK SMEs

Antonia Gieschen, Raftaella Calabrese, Jake Ansell, Belen
Martin-Barragan

Small and Medium sized Enterprises (SMEs) represent a very diverse
group of firms, though, there are often dependencies amongst them.
This dependency arises from both the business networks to which
they belong, as well as spatial spill-overs and business demograph-
ics such as their industrial sector. Many of these dependencies are
opaque to those exploring SME behaviour. This paper examines the
use of spatio-temporal clustering, using available information about
SME:s to explore the dependencies which cast light on their behaviour.
Our approach allows segmentation of the SMEs, identifying important
variables in the development of spatial econometric regression models
based on W matrices to represent spatial and business demographics.
This can have the computational benefit of creating a sparse W ma-
trix of dependency. Our prime focus in this research is the banking
acceptance of SMEs for loans and overdrafts. Previously it has been
established that there are spatial aspects relating to closeness to the
banking system, with rural areas gaining relatively fewer acceptance
than large urban centres. Another study discussed a connection be-
tween interdependencies among London SMEs including their spatial
location and prediction of default. Our results demonstrate the impor-
tance of accounting for the spatial distribution of financial variables in
the risk assessment of SMEs.

Detecting Market Manipulation and Abusive Trading Us-
ing Anomaly Detection Techniques
Robert James, Artem Prokhorov, Henry Leung

This study presents a novel unsupervised procedure to identify in-
stances of manipulative/abusive trading in financial markets, address-
ing the shortcomings associated with existing rule based expert sys-
tems. It is considered that manipulative trading strategies produce
abnormal patterns in the time series of trading activity, making such
manipulation detectable even in the absence of explicit assumptions
regarding its form. Utilising the Dynamic Time Warping algorithm
to measure the similarity between discrete sequences of individual
market participant trading activity, the procedure flags instances of
highly anomalous trading as potentially manipulative. The threshold
defining the boundary between normal and manipulative behaviour is
constructed using kernel density estimation applied to historically ob-
served similarity scores associated with legitimate trading activity and
leverages concepts from extreme value theory. Using real world, tick-
by-tick transaction data provided by a global investment bank we high-
light the utility of the procedure in identifying instances of insider trad-
ing and demonstrate its competitiveness with respect to several bench-
mark algorithms used in related literature.

m MC-29

Monday, 12:30-14:00 - C118

Metaheuristics for Diverse Applications

Stream: Metaheuristics
Invited session

Chair: Fred Glover

Chair: Gary Kochenberger

1-

74

GRASP with solution blending for maximum weight in-
dependent set problem

Mauricio Resende, Yuanyuan Dong, Andrew Goldberg, Julien
Michel, Nikos Parotsidis

We consider the problem of finding a maximum weight independent
set on an undirected graph. We describe a path-relinking intensification
phase to the GRASP of Feo, Resende and Smith (1994) for the maxi-
mum weight independent set problem. An extension of path-relinking,
called solution blending, is introduced. We describe computational
results on conflict graphs, a type of undirected graph arising in the
post-optimization of line haul trip planning.

A Tutorial on Formulating and Using QUBO Models
Fred Glover, Gary Kochenberger

The Quadratic Unconstrained Binary Optimization (QUBO) model has
gained prominence in recent years with the discovery that it unifies a
rich variety of combinatorial optimization problems. By its associa-
tion with the Ising problem in physics, the QUBO model has emerged
as an underpinning of the quantum computing area known as quantum
annealing and has become a subject of study in neuromorphic com-
puting. This tutorial discloses the basic features of the QUBO model
that give it the power and flexibility to encompass the range of applica-
tions that have thrust it onto center stage of the optimization field. We
show how many different types of constraining relationships arising in
practice can be embodied within the "unconstrained" QUBO formula-
tion in a very natural manner using penalty functions, yielding exact
model representations in contrast to the approximate representations
produced by customary uses of penalty functions. We also describe re-
cent innovations for solving QUBO models that offer a fertile avenue
for integrating classical and quantum computing and for applying these
models in machine learning.

The Flexible Job-Shop Scheduling Problem with com-
plex precedence constraints

Grigoris Kasapidis, Dimitris Paraskevopoulos, Panagiotis
Repoussis, Christos Tarantilis

The flexible job-shop scheduling problem (FJSSP) is a well-studied
combinatorial optimization problem, which can be used to describe a
wide variety of production scheduling problems. One of the main as-
sumptions of the FJSSP is the linear nature of precedence relations
between the operations of a job, which makes the formulation of the
problem unable to map complex relations among operations that are
often encountered in practice. In this paper, we introduce a new exten-
sion of the FISSP that considers complex precedence relations among
operations of a job, where an operation may have multiple predeces-
sor and successor operations. A scatter search algorithm is proposed
to solve the problem that uses specific data structures and mechanisms
to assist the search process in an efficient manner. The proposed al-
gorithm features a path relinking component that enables the recombi-
nation of multiple solutions towards a better sampling of the solution
space. The performance of our scatter search (SS) algorithm was tested
on well-known FJSSP instances. The proposed SS was able to produce
11 new best solutions on large-scale FISSP instances of the literature,
while being highly competitive overall. New and modified FISSP in-
stances with complex precedence constraints were generated using a
new problem generator. The latter problems were also solved by a
MIP and a CP solver of CPLEX and extensive computational results
and comparisons are presented.

A metaheuristic for scenario (and solution) generation
Beatriz Brito Oliveira, Maria Anténia Carravilla, José
Fernando Oliveira

Uncertainty is a recent and critical challenge in OR. Scenarios are im-
portant tools to deal with uncertainty but the scenario generation pro-
cess is often unrealistically simplified. We propose that metaheuristics,
namely based on genetic algorithms, can generate relevant and com-
plex scenarios. This is of particular interest in practical applications
where there are many uncertain parameters, such as the integration
of fleet management and pricing for car rental companies under de-
mand and competitor pricing uncertainty. Considering this two-stage
stochastic problem, we propose an innovative method based on a co-
evolutionary metaheuristic, where solutions and scenarios are gener-
ated and evolve in parallel. The goal of the evolution of the solution
population is to obtain values for the first-stage decisions that perform
well when compared with the scenario population. The goal of the
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evolution of the scenario population is to diversify the impact of its el-
ements on the profit of solutions. A current extension of this work is a
scenario generator based on this idea of impact diversity. Itis built on a
BRKGA framework and can be easily adapted for different problems.
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A Decision Support System for Job Dispatching in the
Weaving Process - a Case Study in Taiwan
Wen-Chih Chen, Cheng-Hung Wu

This talk presents a real application in the textile industry in Taiwan,
particularly focusing on a decision support system for job dispatching
in the weaving process. The system intends to utilize the historical data
collected from the manufacturing systems to provide decision aid. We
identify the core practical challenges for job dispatching in the weav-
ing process. We show how analytics and machine learning can help
resolve the challenges. We also share our experiences on how to inter-
act with and to promote business analytics to the industry practitioners.

Acquiring Non-Linear Constraints
Mohit Kumar, Stefano Teso, Luc De Raedt

Most problems in Operations Research involve non-linear objectives
and constraints over multi-dimensional decision variables, for instance
personnel schedules or packing configurations. Modelling such prob-
lems is far from trivial. Usually domain experts are tasked with man-
ually specifying the model, which can be both difficult and expensive.
‘We propose an approach to partially automate the modelling step based
on Artificial Intelligence and Machine Learning principles. We intro-
duce a learning approach able to acquire non-linear satisfaction and
optimization models from examples of feasible solutions, which are
often available in many real-world OR tasks. In our approach, the
main challenge is to efficiently explore the space of candidate mod-
els, which is extremely large. Indeed, enumerating all candidates is
infeasible for all but the simplest OR tasks. To tackle this challenge,
we design an efficient strategy that avoids exhaustive enumeration by
exploiting a general-to-specific traversal of the space of modelling con-
straints. Further, the proposed method can acquire both hard and soft
(weighted) constraints. Our empirical results on real-world problem
instances (taken from Minizinc benchmark repository) showcase the
promise of the approach.

Perturbing Polynomially Solvable Problems

Patrick De Causmaecker, Chao Li, Pieter Smet

In the first part of this talk, we discuss polynomially solvable instances
of nurse rostering problems in their most general form. The space of
such instances can be described in a systematic way and may be con-
sidered a starting point for approximation. In the second part of the
talk, we look for real world instances involving constraints that break
polynomial time solvability. In particular, we look for instances that
do not deviate too much and can be considered perturbations.
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Increasing utilization of available organs for transplan-
tation
Burhaneddin Sandikci, Sait Tunc, Bekir Tanriover

We study incentive mechanisms to increase the utilization of avail-
able organs for transplantation to alleviate the burden of shortages,
through a queueing-theoretic framework. We investigate socially ef-
ficient and equilibrium utilization of donor organs, and introduce an
incentive mechanism that help increase the utilization while also im-
proving overall social welfare. We also present detailed simulation re-
sults quantifying the magnitude of impact of this incentive mechanism
for the U.S. kidney transplant system.

Modeling uncertain task compliance in the dispatch of
volunteers to out-of-hospital cardiac arrest patients
Vangelis Angelakis, Niki Matinrad, Tobias Andersson
Granberg, Nicklas Ennab Vogel

Volunteers are an emergency response resource that has been fac-
ing a rising interest in the past few years. Many projects are utiliz-
ing semi-organized volunteers for daily emergencies and the number
of these projects is increasing. Among them, the SMS life savers
(https://www.smslivraddare.se/) started in 2010 as a research project
in Stockholm, Sweden, and now is operational in both Stockholm and
Gothenburg. SMS life savers are registered volunteers contributing in
out-of-hospital cardiac arrest (OHCA) cases. Although the positions
of these volunteers are known, it is not trivial to decide which and how
many volunteers to dispatch, or who should go directly to the patient
and who should collect an AED en route to the patient. Moreover, un-
certainties associated with the response, e.g. the task compliance of
volunteers, complicate the dispatch problem. Focusing on the latter,
in this work, uncertainties associated with the volunteers’ actions once
assigned a task are explicitly modeled. This is done by taking into ac-
count the probabilities of mission abort, non-complying actions, and
full compliance to instructions for each task assignment. We present a
method to determine how the available volunteers should be dispatched
in order to maximize OHCA patient’s survivability. Results, based on
historical data of the SMS life savers project, indicate a potential im-
provement in patient’s survivability compared to the algorithm used in
the SMS life savers project today.

Supporting visits-based capacity planning in commu-
nity care through novel computer simulation models
Christos Vasilakis, Manon De Prez, Richard Wood

With the ageing population in developed countries, the growing preva-
lence of chronic diseases and national trends to move away from treat-
ing patients in hospitals, community care is becoming increasingly im-
portant to relieve pressure from acute care settings. Unlike hospital
beds though, capacity in community care is typically organised on a
visits basis, with care professionals attending patients at their home or
some other appropriate community facility. At the start of their en-
gagement with community care, patients are often in need of more
frequent visits by care professionals, with the need decreasing over the
length of the engagement. While there are examples in the literature
of modelling visits-based capacity, this particular aspect of commu-
nity care makes the development of simulation models more intrigu-
ing. We present a time-driven simulation model we developed in the
R programming language and software environment. The aim of our
study was to help with estimating capacity for those community teams
who deliver care to patients whose care needs decrease over time. We
used the model to conduct a number of what-if and sensitivity analyses
using the case of a stroke rehabilitation and care service. Simulation
results uncovered the interesting dynamics at play and showed that,
perhaps unsurprisingly, the different approaches of introducing the dif-
ferential care need of patients in the model has an impact on capacity
estimation.

75



MC-32

EURO 2019 - Dublin

m MC-32

Monday, 12:30-14:00 - G109

Biological Data Analysis

Stream: OR in Life Sciences
Invited session
Chair: Pawel Wojciechowski

1-

76

Detection of Hidden Patterns in Time Series Data via
Multiple-time FOD Method
Ekin Can Erkus, Vilda Purutcuoglu

The periodicity in time series data can be detected by several frequency
domains’ methods, especially, by the Fourier transform (FT). FT is a
non-parametric method to convert the time domain data into the fre-
quency domain and it is used in many engineering and data science
applications. Recently this method which has been used to detect out-
liers in time series observations where the data may also include some
systematic patterns is called "outlier detection via Fourier transform"
(FOD). From our previous analyses via real and simulated time-course
datasets, it has been shown that FOD is a promising technique to find
periodic and non-periodic outliers in the data, particularly, when the
sample size increases and the data are far from normal distribution. On
the other hand, it has been observed that the multiple application of
FOD is successful in order to detect the hidden patterns in real elec-
trocardiogram (ECG) datasets since the pattern of FOD signals indi-
cates differences between control and various types of heart diseases.
Therefore, we consider that they can be applied for the pre-diagnosis
of certain heart illnesses. In this study, we aim to extend the multi-
ple time FOD by evaluating its performance comprehensively under
distinct Monte Carlo scenarios such as different sample sizes, distribu-
tions and percentage of outliers. We consider that these analyses can
be helpful to detect outliers and hidden patterns in distinct time-series
data including ECG datasets.

Integrated Data Analysis of Gene Expression and Struc-
tural Variation Data of A. Thaliana
Aleksandra Swiercz, Giovanni Felici, Agnieszka Zmienko

Copy number variation (CNV) strongly affects the expression of the
genes in the cells. It has been observed in the literature that CNV
influences gene expression and can lead to several diseases. In this
study we analyzed publicly available data sets of the plant Arabidopsis
thaliana, composed of 1060 samples of DNA sequencing data, which
were transformed into copy number of each gene (CNV) and 728 sam-
ples of transcriptomic data set, which is the gene expression.

Genes were first clustered according to the values of the expression
and the number of copies each gene appears in the genome. Automatic
clustering method was not accepted by the biological experts because
the standard method measuring the distance of the CNV vectors did not
take into account the difference of the duplication and deletion signals.
Later, we classified genes with the threshold levels of copy numbers
giving only 9 groups differing in the number of deletions or duplica-
tions of those genes in different plants. In the 9 groups we analyzed
the correlation of CNV and gene expression with the significance of
the p-value. We searched for the dependencies of the deletion of the
gene and its lower expression in the tissue.

The conclusions are to be confirmed by the biological experiments.

Population Scale Analysis of Copy Number Variations
in Arabidopsis Thaliana

Pawel Wojciechowski, Agnieszka Zmienko, Malgorzata
Marszalek-Zenczak

Copy number variation (CNV) plays a crucial role in modelling intra-
species genetic variation. We created a dataset of CNVs detected by
broad analysis of short read data stored in 1001 Genomes Project. The
selected 1064 highest quality DNA libraries were subjected to our in-
tegrated CNV discovery analysis, which relied mainly on a combina-
tion of three main types of read signatures used in CNV identifica-
tion: read depth, discordant read-pair mappings and split-reads utiliz-
ing their main pros at an appropriate step of analysis. Finally, AthCNV

dataset - the set of 19 thousands of CNVs were identified at the popu-
lation level. The first step of accuracy investigation was a comparison
of AthCNV with analysis of CNV based on Oxford Nanopore long
read sequencing for a selected accession. The next step was geno-
typing the genomic regions that undergo CNVs for each individual
by GenomeSTRIiP. A selected samples were experimental validated by
preparing a multiplex ligation-based probe amplification (MLPA) data
for a set of genes and compared to GenomeStrip results.
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Market coverage with quality dependent unit production
costs

Margarida Catalao-Lopes, Cesaltina Pires, Silvia Jorge, Pedro
Garcés

This paper identifies the equilibrium quality choices in a vertically dif-
ferentiated market with price competition, when the unit production
costs are increasing with quality. Besides the partial coverage and full
coverage equilibrium, we consider cases where the Nash equilibrium
involves full market coverage but with a corner solution in the price
game. We identify when each of the market coverage configurations
holds. This article completes and corrects previous results on vertically
differentiated models.

Vessel sharing agreements: a robust approach
Federico Quartieri

The last decades have witnessed a trend towards concentration in the
container shipping industry. In most cases such a trend derives from
the formation or the enlargements of vessel sharing agreements. These
consortia provide for the joint use of their members’ production means
while retaining the individual legal identities thereof. From a mod-
elling perspective the mentioned industries can then be viewed as
oligopolistic games where the freight rate (i.e., prices) for the service
provided by a member is affected by the all carriers of the industry
while its (fixed and variable) costs are affected only by the members
of the consortium to which it belongs. A comparative statics analy-
sis about the competitive effects of the formation and enlargement of
vessel sharing agreements has been conducted in Quartieri [2017, Eco-
nomics of transportation]. The present contribution provides a more
robust approach to such a comparative statics analysis by considerably
generalizing the assumptions on the class of price functions to that ex-
amined in von Mouche and Quartieri [2018, Optimization], showing
that the special type of generalized concavity introduced in the last-
mentioned paper well-suits to comparative statics problems.

Stackelberg competition of newsvendors selling substi-
tutable products
Ganesh Balasubramanian, Sachin Jayaswal

We study a stylized model inspired by the inventory decisions faced by
two competing e-retailers for their substitutable products with limited
shelf lives and uncertain demands. Before the start of the selling sea-
son, both the e-retailers need to decide the stocking quantity of their
products. However, one of them (henceforth called the follower) al-
ways takes its stocking decision only after observing online the stock-
ing decision made by the other (henceforth called the leader). Due to
the limited shelf lives of their products, the two e-retailers face the risk
of leftover inventory, on which they incur a loss. At the same time,
due to substitutability of the two products, each e-retailer faces the risk
of losing a portion of her customers to the other, in case she runs out
of stock during the selling period. In the Stackelberg game described
above, which involves the risk of leftover inventory due to demand
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uncertainty, it is not obvious if the leader should use her first mover
advantage by stocking a monopoly (newsvendor’s) quantity. Will the
leader ever use her first mover advantage to order less than the fol-
lower, especially when the overstocking cost is high? We prove that
under identical cost structures and independent and identically dis-
tributed demands, the leader should never stock less than the follower.
Under unidentical cost structures, we present conditions under which
the leader’s optimal ordering quantity is less than that of the follower.

4 - A characterization of the Shapley value for cooperative
games with fuzzy characteristic function
José Manuel Gallardo Morilla, Andrés Jiménez-Losada

The characteristic function of a cooperative game determines the pay-
ment that each coalition can obtain when the players in the coalition
cooperate. But there are cooperative situations in which the players
have only imprecise expectations about the profit that can be achieved
by each coalition. In order to model these situations, in 2001 Mare§ and
Vlach introduced cooperative games with fuzzy characteristic func-
tion, in which the payment of each coalition is a fuzzy quantity. A
value for these games assigns to each player in a game a fuzzy quan-
tity that indicates the vaguely expected payoff for the player. Mare§
introduced a Shapley value for games with fuzzy characteristic func-
tion, but, so far, no characterization of it has been given. We present a
characterization of this value.
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1 - Session in Honour of Bernard Roy

Alexis Tsoukias

Bernard Roy, former EURO President, EURO Gold Medal, EDSM
award of EURO, is among the most important personalities of OR in
Europe the last 50 years with contributions spanning from graph theory
and scheduling to Multiple Criteria Decision Analysis and Decision
Aiding Practice. The session is dedicated to his multiple achievements
and the legacy of his contributions.

2 - Bernard Roy and the EWG-MCDA (A talk in honor to
Bernard Roy)
José Rui Figueira, Roman Slowinski, Salvatore Greco
This is a talk in honor to Bernard Roy. Contents: 1. The Very Begin-
ning. 2. An important member" of the Group. 3. Main Purposes of
the EWG-MCDA. 4. Organizational Aspects. 5. Cerisy-La-Salle. 6.
Research. 7. Impacts on the Field. 8. His Last Meeting. 9. Friendship
(Social Programs). 10. Some Remembrances (souvenirs)

3 - Talk in honour of Bernard Roy
Dominique de Werra
Short talk in honour of Bernard Roy.
4 - Talk in honour of Bernard Roy
Vincent Mousseau

Short communication in honour of Bernard Roy contributions to
MCDA

5 - The last interview of Bernard Roy
Marta Bottero

Short presentation of the last scientific interview of Bernard Roy.

6 - Talk in honour of Bernard Roy
Daniel Vanderpooten

Short talk in honour of Bernard Roy contributions.
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1 - Preference Rankings and Proportional Representation:
Mismatches in Germany, 2005-2017
Frank Steffen, Matthew Braham, Mostapha Diss

As with all proportional list systems, the German system is afflicted by
a fundamental inconsistency known as the More-Preferred-Less-Seats-
Paradox. Although this has been known to be a theoretical possibility
for a long time, it has never been demonstrated empirically for Ger-
many. We follow a method previously applied to studies of elections
in Denmark (1973-2005) and The Netherlands (1982-1994) that re-
constructs these preference rankings from opinion polling data. We
use flash polls that contain ‘thermometer data’ on party preferences
conducted the week before polling day for the Federal Elections in
2005, 2009, 2013, and 2017. The main finding is that each of the elec-
tions has been afflicted by the paradox. Qualitatively, it is arguable
that the occurrence of the paradox in 2005 and 2009 is relatively be-
nign. But in 2013 and 2017 the paradox took on a different dimension.
Firstly, in 2013 the liberal Freie Demokratische Partei (FDP) actually
dropped out of parliament although being preferred over the leftwing
party DIE LINKE, which was the so-called Condorcet-loser (or least-
preferred party). DIE LINKE was the third largest faction in the Parlia-
ment and the official opposition. Then in 2017, the populist rightwing
party, Alternative fiir Deutschland (AFD), received the third largest
seat share although, as with DIE LINKE in the previous election, it
was the Condorcet-loser and it too has become the official opposition.

2 - A method to calculate the (p,q)-bisemivalues
Margarita Domenech, José Miguel Giménez, Maria Albina
Puente

We introduce a subfamily of bisemivalues called (p,q)-bisemivalues
and as a particular case of it, we find the binomial bisemivalues, that
extend the concept of binomial values to bicooperative games. The
(p,q)-bisemivalues can be used in the study of bicooperative games be-
cause they offer a deal of flexibility greater than the values defined up
to now, and hence many more possibilities to introduce additional in-
formation when evaluating a game. They provide tools to study not
only games in abstracto(i.e. from a merely structural viewpoint) but
also the influence of players’ personality on the issue. In the (p,q)-
bisemivalue case two parameters are used to cope with different atti-
tudes the players may hold when playing a given game, even if they
are not individuals but countries, enterprises, parties, tradeunions, or
collectivities of any other kind. For all player, we will attach to pa-
rameter p the meaning of generical tendency to support a player in his
decision and to parameter q generical tendency to go against him. We
think that these bisemivalues are suited for the study of bicooperative
games where players show two different tendencies to form coalitions.
Players’ tendencies can encompass a variety of situations that cannot
be analyzed, without modifying the game, by means of another values,
which are concerned only with the structure of the game. We also give
a computational procedure in terms of the multilinear extension of the
game to calculate them.
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Extending power indices to (3,2)-games
Montserrat Pons, Josep Freixas

Different power indices defined in simple games can be obtained un-
der a similar probabilistic approach by: 1) establishing a bargaining
model, 2) deciding which kind of winning coalitions are assumed to be
formed. The power indices which can be defined under this approach
include, among others, the well-known Banzhaf, Johnston or Deegan-
Packel indices. When extending these power indices to (3,2)-games a
third important aspect must also be considered: the notion of criticality
which should be used.

Measuring Power in Corporate Networks
Izabella Stach, Jacek Mercik, Cesarino Bertini

This work discusses some game-theoretical methods that measure indi-
rect control in complex corporate shareholding networks. These meth-
ods used power indices in order to estimate the direct and indirect
control of firms in shareholding structures. Some of these methods
only estimate the control power of investors (firms without sharehold-
ings), and only a few measure the control power of all firms involved
in shareholding networks (which means investors and stock compa-
nies). Neither takes measuring the importance of mutual connections
(edges in networks) into consideration. Thus, we focus particularly
on an extension of these methods in our research in order to measure
not only the control-power of firms involved in complex shareholding
structures (represented by nodes in networks) but also the importance
(power) of linkages between the firms as elements of a whole corpo-
rate shareholding network. More precisely, we apply our approaches
to a theoretical example of a corporate network. Moreover, we con-
tinued the considerations started in Mercik and Stach (2018) about the
reasonable properties for indirect control measurement.
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Consistent stochastic inventory routing with time win-
dows
Emilio Jose Alarcon Ortega, Karl Doerner

In this paper, we present an Inventory Routing Problem that aims
to minimize the total cost of developing efficient replenishment and
delivery plans considering several characteristics. We introduce the
Consistent Stochastic Inventory Routing Problem with Time Windows
(CSIRPTW). In this problem, customer face stochastic demands hori-
zon given by a probability distribution over a set of periods, defining
a finite planning. Moreover demands present continuous consumption
rates within the periods that, in the later, create the possibility of incur-
ring in stock out situations within the periods. Customers also demand
consistency in delivery times in order to anticipate the deliveries and
present different time windows related to opening times. After formu-
lating the CSIRPTW we propose three different solution approaches
in order to obtain efficient solutions. The first method consist on a
matheuristic solution approach that integrates an ALNS with a Sam-
ple Average Estimator. The second solution approach is an adaptation
of the Branch-and-Regret heuristic for stochastic and dynamic vehicle
routing problems. The third method is a multiple scenario approach
that evaluates different demand realizations and creates efficient routes
to minimize average costs. In the last step, we present computational
comparisons between the proposed methods and managerial insights
using an adapted benchmark set of instances.

2-

A heuristic approach for the Multi-attribute Inventory
Routing Problem
Annarita De Maio, Demetrio Lagana, Leandro Coelho

In this work, a mathematical formulation and a heuristic algorithm
for the Multi-Attribute Inventory Routing Problem (MAIRP) are pro-
posed. The problem is defined on a logistic network in which a vendor
has to deliver different classes of products from a set of depots to a
set of customers with a heterogeneous fleet of vehicles, while limiting
the time duration of routes. The objective of the problem is to jointly
minimize depots and customers inventory costs and the transportation
cost, while satisfying customers’ demands and avoiding stock-out. The
MAIRP is a NP-hard problem more complex than the classical Inven-
tory Routing Problem. Nevertheless, it captures several of features
that can be found in real applications of the vendor-managed inven-
tory setting. We introduce a hybrid algorithm to solve it, in which
several Mixed Integer Programming models based on route variables
are solved to explore the neighborhoods of a Variable Neighborhood
Search scheme applied to the MAIRP. Neighborhoods’ exploration is
embedded into a branch-and-cut algorithm working on a small portion
of the whole search space. The algorithm alternates the two phases re-
lated to the local search and the branch-and-cut by considering a series
of rules.The impact is to accelerate the resolution process with respect
to other approaches used for the MIP standalone. We design several
neighborhoods that are based on the features of the problem, and we
present computational results on several benchmark instances.

A matheuristic for the inventory routing problem with
divisible pickup and delivery

Simen Vadseth, Henrik Andersson, Magnus Stalhane, Einar
Aastveit

This paper considers an inventory routing problem with divisible
pickup and delivery (IRP-DPD). A customer may have both delivery
and pickup demand in this problem type and is allowed to have separate
servings for pickup and delivery. The last part is contrary to what is
common and is what constitutes a so-called divisible option. A single
depot with a fleet of homogeneous vehicles is considered. The vehicles
are restricted by capacity and a maximal duration for a route. An arc-
flow formulation of the problem, formulated as a mixed integer linear
program, is proposed as an exact solution approach.The exact approach
with an extended branch and cut algorithm solves smaller instances to
optimality and finds feasible solutions for some larger instances.

To solve larger instances, a matheuristic with a two-phase construc-
tion approach followed by an improvement search is proposed. To
construct a solution the matheuristic decomposes the problem into an
inventory problem and a routing problem. The constructed solution is
further improved with a set of operators. The matheuristic embeds the
construction and the improvement operators into an iterative scheme.
When the iterative loop is terminated, a final improvement search is
suggested. The matheuristic gives solutions with lower dual gaps than
the exact method for all larger instances. It also finds good solutions
faster and produces feasible solutions for instances where the exact
method does not.

Evaluating formulations and branch-and-cut algorithms
for the cyclic IRP
Birger Raa, Leandro Coelho

We consider the cyclic inventory routing problem (IRP), where multi-
ple retailers with constant demand rates and limited storage capacities
are replenished from a single depot over a given multi-day planning
horizon, while minimizing the total cost rate. This total cost rate con-
sists of the fixed cost of the required vehicles, the vehicle routing costs
and the retailers’ inventory holding costs. The same multi-period so-
lution will be cyclically repeated, hence the retailers’ ending inventory
levels must match their initial inventory levels.

For solving small-size instances of this cyclic IRP, we propose two
mathematical formulations and evaluate various implementations of
branch-and-cut (B&C) algorithms to solve these formulations.

With regards to the formulation, the complication is in the fact that a
vehicle can make multiple trips per day, within a limited amount of
time. One formulation has routing variables defined per trip, requiring
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extra variables to assign trips to vehicles. The alternative formulation
has routing variables defined per vehicle, requiring extra variables to
track which retailer is in which trip.

Concerning the B&C algorithms, the major challenges are coming
up with valid inequalities to tighten the formulations and identifying
which constraints to add in the root and which as lazy constraints.
Based on solving a set of benchmark instances, insights are provided
on the formulations as well as the performance of various B&C imple-
mentations.
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A matheuristic approach for conveyor operation opti-
mization

Farzaneh Karami, Wim Vancroonenburg, Greet Vanden
Berghe

Large distribution centers generally employ conveyor networks to
transship commodities from specific loading to unloading locations.
Each section of a given network has a limited capacity and takes a cer-
tain amount of time to transport commodities. To optimize conveyor
operations we aim to solve the problem of transferring a given amount
of flow between the set of loading and unloading locations within a
minimum makespan. Makespan is defined as the point in time when
the last unit of flow reaches its unloading location. In this study, we
introduce and compare dynamic flow-based and path-based problems:
the multi-commodity quickest flow problem (MCQFP) and the multi-
commodity quickest path problem (MCQPP). The MCQFP concerns
the transshipment of flow from multiple loading locations to multiple
unloading locations on a fixed path during a given time horizon such
that the last unit of flow arrives at its unloading location as early as
possible. On the other hand, the MCQPP targets the same objective
but with respect to an unknown number of paths. A heuristic is also
proposed to solve the MCQPP. Experiments are conducted on bench-
mark instances and high-quality computational results are presented
and discussed.

Online Coordination Scheduling for Distributed Satellite
System with limited Communication
Guoliang Li

This paper focuses on online management of Distributed Satellite
System under dynamic environment. In reality, the inter-satellite
communication is limited by practical reasons. The objective is to
maximize the total profit of whole system subject to communication
time window constraints and observation time window constraints.
Firstly, Contract Net Protocol (CNP)-based mechanism is presented
to solve this problem. Then, we propose two novel online coordina-
tion mechanisms based on Synchronous and Asynchronous commu-
nication respectively. The two proposed online coordination mecha-
nisms are compared with CNP-based mechanism. Computational ex-
periments indicate that when the communication resources are scarce,
Synchronous Communication-based mechanism is the best choice for
the balance between the profit and the communication cost. When
the communication resources are relatively sufficient, Asynchronous
Communication-based mechanism is preferred for the good perfor-
mance on profit and percentage of scheduled urgent tasks.

3 - Online Scheduling of Jobs with Agreeable Deadlines
Kamal Al-Bawani

Job scheduling is a central problem in the area of combinatorial opti-
mization and arises in many real-life applications- whenever simulta-
neous tasks (jobs) are to be assigned to limited resources (machines).
In real-time systems, each job has a deadline before which it must be
completed. As resources are limited, not all jobs can be finished in
due time, and thus the goal of scheduling algorithms is to maximize
the number of jobs that are finished before their deadlines. In most
scenarios, jobs have different weights (priorities) and thus we aim to
maximize the total weight of completed jobs.

Often in reality, jobs are not known before their arrival, i.e., the pro-
cessing time, weight and deadline of a job are revealed only when the
job arrives. Problems of this kind are called "online". In this work,
we address the problem of online scheduling on one machine. It is
known that without any restriction on deadlines and processing times,
no online algorithm achieves a throughput that is within a finite factor
of the optimal throughput, even if all jobs have weight 1 [Baruah94].
Therefore, we consider the special case of agreeable deadlines, i.e., for
any two jobs i and j, if i arrives before j, then i expires before j. We first
show that even in this case, no online algorithm can be within a finite
factor of the optimal throughput. We then consider a further restric-
tion where all jobs have the same processing time and show an online
algorithm that is optimal in this case.

4 - Energy-aware scheduling aspects in parallel high-
performance stencil computations
Milosz Ciznicki, Krzysztof Kurowski, Jan Weglarz

The performance of most powerful high performance computing
(HPC) systems has already achieved the pre-exascale level in the form
of multi-node supercomputers. Stencil computations are common in
numerical parallel code and they are used in a wide range of scientific
applications. Taking into account both relevant characteristics and re-
quirements of stencil computations we have proposed the theoretical
scheduling model and proved that it is possible to achieve the substan-
tial savings in the execution time and energy costs of stencil computa-
tions. However, our approaches for finding optimal configurations of
stencils on different processor chips, as well as heuristics to schedule
stencils in real time dealt with heterogeneous computing node only. In
practice, the data locality and the overall performance of stencil com-
putations are determined not only by dividing the problem size prop-
erly, and then scheduling data and execution tasks on heterogeneous
processors, but also on detailed mapping of the communication depen-
dencies of the blocks to the communication topology in large number
of computing nodes. The aim of the follow up studies was to propose
some extensions of scheduling model and to generalize the proposed
heuristics taking into account new characteristics extracted from real
multi-node HPC network topologies. We also demonstrate how the
generic scheduling model can be adopted to better predict the runtime
and the energy usage of stencil computations.
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1- A multi-criteria analysis for evaluating environmental
performance of poultry farms in Umbria Region, accord-
ing to European Legislation
Luisa Paolotti, Matteo Piersantelli, Lucia Rocchi, Filippo
Fiume Fagioli, Antonio Boggia
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Since the 1960s, the International policies for sustainable development
and a growing awareness of society regarding environmental issues
have led also the livestock production sector to adopt more sustainable
practices. On 24 September 1996, the Integrated Pollution and Pre-
vention Directive - IPPC was introduced in Europe, which provides
obligation to release an environmental authorization for the activities
identified by the same legislation. The IPPC is a procedure to eval-
uate the environmental compatibility of the production activities that
could determine significant environmental problems, such as polluting
emissions in atmosphere, water and soil, or in relation to the waste
management and natural resources consumption. The most important
innovations introduced by this authorization are a significant simplifi-
cation of the authorization process, and the Best Available Techniques
- BAT. In this framework, the objective of this work is to assess a group
of poultry farms subjected to IPPC, taking as case study a number of
farms located in the Umbrian region. The main purpose is to identify
the most efficient alternative in the environmental field and the nec-
essary improvements, in order to evaluate the level of sustainability
of the farms, also in relation to the prescriptions of BAT. The ranking
of sustainability has been obtained by means of Electre II evaluation
method (Roy, 1991 and 1996; Roy and Bertier, 1971), which is part of
non-monetary valuation methods.

A multicriteria tool based on FADN Italian dataset to
assess the socio-economic and environmental sustain-
ability of agricultural systems under different scenarios
Guido Maria Bazzani, Giuliano Vitali, Concetta Cardillo,
Maurizio Canavari

The paper illustrates a tool designed to assess the socio-economic and
environmental sustainability of agricultural systems based on the Ital-
ian FADN dataset. The tool relies upon a set of mathematical pro-
gramming models designed to cope with the available data in a multi-
criteria fashion. Models incorporate the views of different stakehold-
ers, including producers, consumers, and policymakers, and entail the
identification of alternatives land uses and management options that
determine specific economic, environmental, and social impacts. Indi-
cators related to production cost, market prices, gross income as well
as the use of fertilisers, labour and machinery allow identifying the
impacts. We present a case study considering the Emilia-Romagna
Region, which is located in the Po valley, North Italy, and represents
one of the main agricultural production areas in the country. The study,
based on data collected in the period 2012/2016, analyses alternative
arable land use at the aggregate level, under different scenarios. Re-
sults show that this approach can support the identification of feasible
cropping schemes and management options that are perceived as sus-
tainable by the different stakeholders on the basis of the given indi-
cators. This approach can also support the construction of a common
vision since it allows exploring and comparing proper policy interven-
tion alternatives.

Environmental valuation and MCDA: where we are go-
ing
Lucia Rocchi, Luisa Paolotti, Antonio Boggia

Multicriteria decision analysis (MCDA) has been recognized as a cru-
cial tool in environmental decision making. Decision making in en-
vironmental sciences has to balance a broad range of consideration,
incorporating scientific data and, at the same time, including stake-
holder interests. Flexibility in analysis design and access to a range of
sophistication in analytic tools are part of the appeal of MCDA for en-
vironmental decision making. The aim of the work is to analyze trend
in applications of MCDA in the environmental sciences. The work
reviews frequency and diversity of MCDA use within the environmen-
tal discipline, applying text mining. Text mining is a method capable
to face a large number of text items. Thus, it is an efficient way to
analyze a large body of literature and detect patterns and trends. Sur-
vey literature text mining involves data collection, cleaning and pre-
processing analysis, results evaluation. The analysis was grounded on
an initial search for the term ’environ’ in SCOPUS database, review-
ing articles, conference papers and book chapters published between
2009 and 2018. Then, for cleaning the corpus, we refined the analysis
using MCDA keywords and environmental phrases. Cleaning and pre-
processing analysis produced a corpus of 2566 documents. The result

of the work is the analysis of the quantitative data obtained through the
text mining process and the frequency of use of MCDA methods and
applications within the environmental decision making.
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Scheduling Multi-Release R&D projects
Ran Etgar, Yuval Cohen

While projects are described as one-time effort to achieve a specific
goal, many typical R&D projects are often ongoing efforts planned for
multiple releases and without a specific single end. This phenomenon
is not new but never has it been so widespread and prevalent. There are
many examples such as iPhones, MS-Office, communication equip-
ment and SW versions that are released to the market at spaced time
intervals. Version release planning is a complex problem, as appro-
priate understanding of planning objectives and technical constraints
are required for a good release plan. The problem faced by both
practitioners and researchers is the allocation of features to releases
subject to limited resources. Typically, each feature is composed of
several activities, and since the activities are often shared by several
features, this problem becomes extremely complex. Since, Current
project scheduling techniques fail to provide helpful plans, there is a
need to develop novel methods for these projects. This research aims to
develop scheduling tools for multiple-releases ongoing projects. The
suggested scheduling algorithm incorporates methods taken from the
field of clustering and data analysis, that culminates in several tech-
niques that provide near-optimal solutions. The developed methods
were tested on a database (based on PSPLIB) and proved superior to
human best practice and other methods.

2-types Fuzzy Sets in Models of the Duration of a
Project Affected by Risk
Barbara Gladysz

Using PERT, one assumes that the time required to carry out the in-
dividual tasks in a project can be approximated using a beta distri-
bution. It is assumed that the parameters of these distributions (the
minimum, maximum and most likely times) are estimated by experts
in accordance with the properties of the beta distribution. However,
this is not always the case. This article shows how one may analyse
the time required to carry out a task. This article presents a method for
timetabling a project affected by risk. The times required to carry out
tasks are modelled using 2-types fuzzy sets. The parameters of fuzzy
times of tasks are given by experts: one corresponding to the duration
of a task in stable conditions, with no risks materializing, and the other
corresponding to the duration of a task in the case when risks do occur.
Finally, a case study will be presented and analysed.

Measuring Project Success in accordance with project
selection
Isaak Vryzidis, Athanasios Spyridakos

Project success consists from two components: a) Project Management
Success and b) Product success. The first component refers to the ef-
ficiency of the project team to deliver the project within scope, bud-
get, time and quality constraints, while the second component focuses
on the effectiveness of the project itself - customer satisfaction, stake-
holders’ satisfaction and achievements regards to the business goals.
The main challenges of measuring project success are: 1) the project
impacts which could be obtained either short-term after project com-
pletion or usually long-term after it and 2) the difficulty to synthesize
the different qualitative and quantitative parameters of different point
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of views in one success verdict. The proposed approach for the project
success measurement is based on Multi-Criteria Analysis, which is uti-
lized in order to estimate an additive value system according to selec-
tion criteria. A combination of the disaggregation - aggregation mul-
ticriteria decision aid UTA methods and the Multi-Objective Linear
Programming Techniques are used in the project selection phase. In
the second phase, a multi-criteria effectiveness map is suggested for
the qualitatively pairwise composition of different perspectives. The
effectiveness map utilizes a developed set of indices capturing the de-
viations from the initial strategic planning and a set of indifference
thresholds aiding the decision maker with the final conclusions.

The decentralized multi-mode resource investment
problem: a multi-agent based project scheduling prob-
lem

Patrick Gerhards, Andreas Fink

In this talk, we propose an extension of the multi-mode resource in-
vestment problem (MRIP). The MRIP is a project scheduling prob-
lem with a fixed deadline and renewable and non-renewable resources.
The amount of available resources is variable and each extra unit of
resource is associated with resource costs. In addition, each activity
of the project can be processed in one of several modes that deter-
mine the resource usage as well as the activity duration. The goal is
to find a schedule and a mode assignment that minimises the resource
costs while respecting precedence relations, resource consumptions,
and the deadline. In the decentralized version (DMRIP) of this prob-
lem, we assume that more than one party conducts a project. We call
the subjects involved with the project agents. Each agent is responsible
for some of the activities of the project. The agents have to reach an
agreement on how global resources are shared (i.e. the costs of these
resources as well as the usage of the resources in each period of the
project horizon) and when the activities start and end. The aim is to
find negotiation protocols that do not rely on providing sensitive infor-
mation by the agents. Each agent aims to minimise her or his resource
costs. We present a distributed schedule generation scheme and apply
it in several negation protocols for this complex scheduling problem.
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A metaheuristic approach for a Berth Allocation Prob-
lem
Fernanda Peteam, Kelly Cristina Poldi, Marcia Ruggiero

Increasing trade in products between different continents has made
it increasingly important to optimize the process of shipping goods.
Thus, the optimization of the allocation process of the ships in the ports
has been studied a lot through the Berth Allocation Problem (BAP).
Such problem consists in assigning the ships to berths, aimming to
minimize the cost of attendance of the ships, usually determined by
the service time of the ships that consists of the sum of the time they
spend waiting for berthing and the time of handling cargo. In this re-
search we deal with the dynamic and discrete BAP case, where the
ships may arrive during the planning horizon and the port is consid-
ered to be formed by a finite set of berths. In this research we apply
the BRKGA metaheuristic to the BAP modeled as a Vehicle Routing
Problem and then the results are compared with the literature.

The Economic Operational Speed of a Time-Chartered
Ship - A Cash Flow Approach
Fangsheng Ge, Patrick Beullens, Dominic Hudson

It is well recognized that ship speed is an important variable affect-
ing fuel consumption and emissions, and that in ocean shipping av-
erage ship speeds, ceteris paribus, decrease with bunker price but in-
crease with freight rates. Empirical data suggests that identical ships
in the bulk cargo and tanker industry, travelling identical routes under
identical economic conditions, still travel within a wide distribution of
speeds. The reasons for this cannot be well understood from current
speed optimization literature. The models developed in this article lead
to increased understanding of how optimal speed decisions are depen-
dent on the charter contract, which sets out conditions that determine
the relevant future to the decision maker. A wide range of different ship
speeds would then be observed as a consequence of deliberate choice,
i.e. profit-maximizing behaviour.

An integrated vessel schedule and aggregated cargo
route recovery model.

Grzegorz Siekaniec, David Franz Koza, David Pisinger, Emil
Sokoler

Despite a precisely established plan, disruptions are a reality in liner
shipping. They are caused by unforeseen factors such as weather, port
congestion, low terminal productivity, crane breakdowns etc. Disrup-
tions vary in magnitude. Smaller disruptions, such as the temporary
stop of a crane operations due to fog, often impacts only a single ves-
sel. In contrast, the closure of a hub terminal as Algeciras for two
days due to rough weather in Gibraltar Straits has severe ripple effects
that spread across the entire network. Recovery actions for such ma-
jor events require rescheduling of multiple vessels, as well as cargo
re-routing. Maersk, in cooperation with the Technical University of
Denmark, is working on a decision support tool aimed at recovering
operations after disruptions of different sizes in near real time. The
tool uses an integrated approach that jointly optimizes vessel sched-
ules and cargo routes. The objective is to minimize (a) operational
cost, mainly vessel related such as fuel and port stays, and (b) impact
on cargo delivery dates. The outcome is "cargo-friendly" revised ves-
sel schedules that recovers operations within a fixed time horizon. The
practical considerations and mathematical formulation of the model(s)
will be presented together with preliminary computational results.

Liner-Network Shipping Design with Autonomous ves-
sels

Mohamed Kais Msakni, Kjetil Fagerholt, Elizabeth Lindstad,
Frank Meisel

Maritime transportation is witnessing an interesting opportunity by in-
troducing autonomous vessels. With no crew on-board, autonomous
vessels can be built with no deck house and no crew facilities. An
immediate impact is reduced operational costs and more shipped car-
goes. However, despite the real benefits to the existing shipping mode,
international regulations per today limit the introduction of fully au-
tonomous vessels in international waters. Norway, as one of the largest
shipping nation, is highly motivated by introducing autonomous ves-
sels, and authorities are positive for using autonomous vessels. In this
regard, we propose to study a liner-network shipping design problem
to transport goods from the European continent to Norway, and vice
versa. This problem aims to find the best network design by deter-
mining the optimal fleet of vessels (number and size), and the route
of each vessel. According to the current regulations, we assume that
the network is based on mother and daughter vessels. Conventional
mother vessels sail on a main route that links the European continent
to the main Norwegian ports, while autonomous daughter vessels have
smaller capacities and are intended to transport cargoes from main
ports to the ports located at the Norwegian coastline. In this study, an
optimization model is developed to find cost-effective network routes
and is applied to a case study to show the economic benefits of intro-
ducing autonomous vessels.
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Robust optimization of stop-skipping strategies for bus
operations
Konstantinos Gkiotsalitis

Planning which stops should be skipped (also known as stop-skipping
or expressing) is a typical strategy in bus operations and helps to im-
prove the balance between demand and supply. The planning of stop-
skipping strategies is typically based on the expected travel times of
bus trips. Notwithstanding, this has a positive effect in practice only
if the traffic conditions during the daily operations do not deviate sig-
nificantly from the expected ones. For this reason, this work proposes
a non-deterministic approach which considers the uncertainty of trip
travel times. We model the stop-skipping optimization problem as a
robust optimization one where we seek the stop-skipping strategy that
performs the best in a worst-case scenario. After that, we show how
historical travel time observations can be integrated into a Genetic Al-
gorithm (GA) that tries to compute a robust stop-skipping strategy for
all daily trips of a bus line. The proposed mathematical program of
robust stop-skipping at the tactical planning stage is solved using the
minimax principle, whereas the GA implementation ensures that im-
proved solutions can be obtained even for high-dimensional problems
by avoiding the exhaustive exploration of the solution space. The pro-
posed approach is validated with the use of 5-month data from a cir-
cular bus line in Singapore demonstrating an improved performance
of more than 10% in worst-case scenarios which encourages further
investigation of the robust stop-skipping problem.

How to increase modal shift of freight transport towards
public transport network
Francesco Alesiani, Gulcin Ermis

Despite the societal interest to shift freight transport from the road to-
wards public transport infrastructure and despite the potential gain in
terms of costs, the low reliability of the freight public transport has led
to extensive use of roadways. We address the concern of the distribu-
tion and collection network by proposing a model which integrates the
Train Unit Scheduling Problem (TUSP) and Vehicle Routing Problem
(VRP), in a way that (1) preserves anonymity (2) is robust to public net-
work delays and (3) maximizes the satisfaction of customer requests.
The VRP model incorporates the delay distribution of the public net-
work. This model is used to define the TUSP solution that best meets
the distribution and collection capability, without the need to disclose
the end customer locations. The solution of the first problem is based
on the Robust VRP (R-VRP) that considers the assigned capacity and
consequent demand per time slot at the dispatching point in the distri-
bution network (respectively the destination node in the collection net-
work). The TUSP assigns the train units, which represent the R-VRP
demand. Since the VRP is limited in the vehicles’ working times, the
ability to serve customers depends on the arrival time distribution. This
research is partially funded by EU’ Horizon 2020 RIA GA 769141
(COG-LO), while EU is not responsible for the content.

A Robust Rolling Stock Rescheduling Model
Joris Wagenaar

Effective disruption management in passenger railways is currently an
active research area in Operations Research. This has lead to many pa-
pers on algorithmic tools for rescheduling the timetable, rolling stock
and crew schedule. In this paper the focus is on rescheduling the rolling
stock. All existing models assume the duration of a disruption given
at the time of rescheduling. However, in practice the duration of a dis-
ruption is uncertain, so in case new information about the duration of
the disruption is available, the rolling stock must be rescheduled again.

No information about a possible change in the disruption duration was
taken into account when rescheduling the rolling stock the first time,
thus it is only optimized with respect to a single possible duration. In
case the disruption lasts longer, decisions taken in the past might turn
out to be (very) costly.

In this paper a model is proposed that is able to reschedule the rolling
stock in a robust way with respect to the duration of disruption. Even
more, we are able to give a full robust or semi-robust solution. In case
of a full robust solution all important trips are robust against differ-
ent disruption durations and in case of a semi-robust solution at least a
given percentage of the trips must be robust against different disruption
durations. Next to that, we will demonstrate that robustness comes at a
price and we will show what this price is for different practical settings.

4 - Robust Periodic Timetabling
Julius Pitzold, Anita Schobel

Optimizing timetables for public transportation has been an exten-
sively studied topic, not only because of its intrinsic hardness, but also
due to its social relevance. One important problem in this context is
the Periodic Event Scheduling Problem (PESP). Most PESP research
investigates optimizing the passengers’ travel time solely for some de-
fault scenario, usually a scenario where no train is delayed. In practice,
however, there exist train delays that need to be dealt with. In order to
find timetables that can cope well with these delays, our approach is
to consider not only a single default scenario, but rather a whole set
of likely scenarios. To carry out this idea and furthermore integrate
the public transport problems of timetabling and delay management
we extend PESP by incorporating robust optimization. In this work we
present a solution approach for the robust PESP. In our work, we apply
the concept of strict robustness and present an algorithm that, given a
set of delay scenarios, finds a timetable yielding best travel times in
its worst case scenario. Such a problem structure can be solved by an
iterative scheme similar to cutting plane methods. This approach can
be sped up by solving the occurring MILPs only approximately, i.e., to
a specified gap. We implemented the solution algorithm in LinTim and
show that for small to medium instances optimal robust timetables can
be found. The retrieved timetables show good worst-case behaviour
even in aperiodic settings.
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1 - Surrogate measures of safety in roundabouts: a com-
parative study based on extreme value theory
Riccardo Rossi, Massimiliano Gastaldi, Federico Orsini

Roundabout safety analysis traditionally involves the use of crash data,
which are affected by many problems: they suffer from under-reporting
and misclassification, are often only available in an aggregated man-
ner, they must be collected for long periods of time and/or at many
intersections, to accumulate sufficient data for analysis. In addition,
the crash data approach is reactive, meaning that a significant number
of collisions must occur before action can be taken. Extreme value
theory (EVT) can be used in road safety research for safety analysis
without the need of crash data. This work presents a comparative
study to evaluate the use of various surrogate measures of safety for
EVT applications in roundabout safety analysis. Two well-known sur-
rogate measures of safety were tested: Time-To-Collision (TTC) and
Post-Encroachment-Time (PET). Data were collected during a driving
simulator experiment, in which testers were asked to perform multi-
ple entering maneuvers in a roundabout. EVT distributions were fit-
ted with both Block-Maxima (BM) and Peak-Over-Threshold (POT)
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approaches. The predicted numbers of collisions of the models were
compared with the actual number of collisions observed during the
experiment. Results from this case study indicate that PET is to be
preferred in roundabout EVT applications, because it produces better
results, in terms of both model fitting and collision prediction, although
TTC may still be considered a viable alternative.

2 - A methodology for evaluating the speed mitigating ef-
fect of an overhead sign illuminated crosswalk
Sergio Maria Patella, Francesco Asdrubali, Francesco Bella,
Stefano Carrese, Claudia Guattari, Marco Petrelli, Simone
Sportiello

This research presents the definition of a new methodology for eval-
uating how illuminated crosswalks influence drivers’ behavior when
approaching the zebra under nighttime visibility conditions. The pro-
posed method is based on three different measurements. These are per-
formed in two zebra-crosswalk sections, similar in terms of roadway
geometry, except that one includes an overhead sign, projecting light
downward to improve the visibility of pedestrians, while the other is an
unsignalized crosswalk. The measurements are: 1) road markings illu-
minance for the illuminated crosswalk, 2) retroreflectivity coefficient
for the unsignalized (non-illuminated) crosswalk, 3) vehicles speed
profile for both sections. The visibility of non-illuminated pavement
markings at night depends on their retroreflectivity, and the reflection
under vehicle headlamp illumination is measured with a retroreflec-
tometer. A lux meter is used to measure the vertical illuminance on the
vehicle. The meter is held against the vehicle 1.5m above pavement,
facing in the direction toward the crosswalk. For both sections vehi-
cle speed measurement is performed with laser-based speed and dis-
tance measurement instrument. The speed is measured on randomly
selected vehicles which approach the zebra in free flow conditions. By
comparing the results of the two sections, this work demonstrates that
the presence of an overhead sign in a crosswalk section has a speed
mitigating effect, even in the absence of pedestrians.

3 - Agent-based simulation to modelling pedestrian be-
haviours
Carlo Liberto, Stefano Carrese, Marialisa Nigro, Cristiano
Zarelli

Pedestrian safety is a primary requirement in the configuration of ur-
ban areas and it is particularly relevant for public gathering spaces,
such as railway and underground stations, stadiums or shopping malls.
Besides, the quality and the comfort level of the available walking en-
vironments play a key role in the challenge of sustainable mobility.
For these reasons, over the last twenty years, there has been a grow-
ing interest in developing methodologies for modelling and analysing
the walking transport mode. The overall aim of our work is to con-
tribute in investigating the collective phenomena and emerging prop-
erties that can be crucial in the realistic characterization of pedestrian
dynamics. We propose an agent-based model that is able to simulate
the interactions between individuals and the environment. Individuals
are represented by computational entities (agents) able to reach spatial
goals avoiding collisions with other agents and obstacles. Each agent
is characterized by several parameters, like the desired speed, the field
of view, etc. Inspired by "Social Force Models", we encode the rules of
the pedestrian’s behaviour into an equation of motion. Eventually, we
use this model to simulate pedestrian flows in a variety of conditions.
Our first findings show a good agreement of the simulations with em-
pirical data and results in the literature, suggesting that this work can
actually contribute in increasing the efficiency and safety of pedestrian
flows dynamics.
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A multiple-allocation profit maximizing p-hub location
problem considering hub congestion, time-sensitive
demands and 1-stop paths

Armin Liier-Villagra, Elena Ferndndez, Vladimir Marianov

Hub location models are used to design communication and transporta-
tion networks in different industries. Fundamental hub location models
have been extended to consider profit maximization, hub congestion,
price-sensitive demands and multiple stops in every origin-destination
(OD) path, etc.

We formulate and solve a problem where a profit-maximizing com-
pany wants to design a p-hub and spoke network. The transportation
demands react to total travel time, which is the arc travel time plus hub
processing time; hubs are congested by inbound flows; and every OD
path includes at most one hub. This challenging model is solved using
an ad-hoc solution method that integrates Lagrangian relaxation and
column generation.

Ongoing research includes extensive computational experiments to
show properties and stability of our novel approach. Future lines of
work are the extension of our model to include capacity selection at
the hubs, and two or more hubs in OD paths and more sophisticated
cost structures.

Solving Multi-Objective Hub Location Problems with
Robustness

Enrique Dominguez, Miguel A. Dominguez, Francisco
Chicano, Gabriel Luque

Hub location problems (HLP) are considered in many logistic,
telecommunications, and computer problems, where the design of
these networks are optimized based on some objective(s) related to the
cost or service. In those cases, direct routing between any origin and
destination is not viable due to economic or technological constraints.

From the seminal work of O’Kelly, a huge number of works have
been published in the literature. Early contributions were focused on
analogue facility location problems, considering some assumptions to
simplify the network design. Recent works have studied more com-
plex models by incorporating additional real-life features and relaxing
some assumptions, although the input parameters are still assumed to
be known in most of the HLPs considered in the literature. This as-
sumption is unrealistic in practice, since there is a high uncertainty on
relevant parameters of real problems, such as costs, demands, or even
distances. Consequently, a decision maker usually prefer several solu-
tions with a low uncertainty in their objectives functions instead of the
optimum solution of an assumed deterministic objective function.

In this work we use a three-objective Integer Linear Programming
model of the p-hub location problem where the average transportation
cost, its variance, and the processing time in the hubs are minimized.
ILP solvers can only solve small instances and we propose in this work
the use of a recent hybrid algorithm named CMSA.

Risk-averse hub location problem
Kamyar Kargar

In this study, we introduce risk-aversion concept in the hub location
problem where the objective function is defined by a coherent risk mea-
sure. We present risk-neutral and risk-averse two-stage stochastic for-
mulations for uncapacitated multiple allocation p-hub median problem
and discuss the impact of risk-aversion on the structure of the network.
We also propose an algorithm based on scenario decomposition for
solving the problem. To evaluate the performance of the proposed so-
lution algorithm, a set of computational experiments is conducted and
the results show that the proposed approach is very effective in finding
high quality solutions in significantly shorter computation time than
that of CPLEX.

83



MC-44

EURO 2019 - Dublin

4-

Heuristic solutions for a class of stochastic uncapaci-
tated p-hub median problems

Francisco Saldanha-da-Gama, Angel Corberan, Rafael Marti,
Juanjo Peir6é

We propose a heuristic procedure for a stochastic version of the un-
capacitated r-allocation p-hub median problem with nonstop services.
In particular, we assume that the number of hubs to which a termi-
nal can be allocated is bounded by r. Additionally, we consider the
possibility of shipping traffic directly between terminals (nonstop ser-
vices). Uncertainty is associated with the traffic to be shipped between
nodes and with the transportation costs. If we assume that such uncer-
tainty can be captured by a finite set of scenarios, each of which with
a probability known in advance, it is possible to develop a compact
formulation for the deterministic equivalent problem. However, even
for small instances of the problem, the model becomes too large to be
tackled by a general solver. This fact motivates the development of a
heuristic procedure, whose starting point is the determination of a fea-
sible solution to every (deterministic) single-scenario problem. These
solutions are then embedded into a process based on the path relink-
ing methodology: gradually an initial solution to the overall problem is
transformed by the incorporation of attributes from some guiding solu-
tions. In our case, the guiding solutions are those found for the single-
scenario problems. We report and discuss the results of the numeri-
cal experiments performed using instances randomly generated for the
new problem from the well-known CAB and AP data sets.
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Conditions of Order Preservation in Pairwise Compar-
isons Matrix With Fuzzy Elements
Jaroslav Ramik

In this paper we deal with Condition of Order Preservation (COP) of
pairwise comparisons (PC) matrix with fuzzy elements. Fuzzy ele-
ments are appropriate whenever the decision maker (DM) is uncertain
about the value of his/her evaluation of the relative importance of el-
ements in question, or, when aggregating crisp pairwise comparisons
of a group of decision makers in the group DM problem. We for-
mulate the problem in a general setting investigating pairwise com-
parisons matrices with elements from abelian linearly ordered group
(alo-group). Such an approach enables extensions of traditional mul-
tiplicative, additive or fuzzy approaches. We review the approaches
known from the literature, then we propose our new order preservation
concept based on alpha-cuts. We define the concept of consistency of
PC matrix with fuzzy elements (FPC matrices). We derive the neces-
sary and sufficient conditions for strict consistency as well as weak and
strong POP conditions and relationships. Finally, we deal with some
consequences to the problem of ranking the alternatives. Illustrating
examples are presented and discussed.

A Discrete Variant of Farkas’ Lemma and Related Re-
sults
David Bartl

In the setting of a module over a linearly ordered ring (such as the
ring of the integer numbers), we report a discrete variant of Farkas’
Lemma. The result is reported in full generality, without any additional
assumptions about the ring. We then mention related results, namely
Tucker’s Key Theorem, Motzkin’s Theorem and Tucker’s Theorem of

the alternative, which follow from the new result. Finally, we hint at
possible applications in optimal business decision making. First, we
consider an enterprise facing several future scenarios (events) with the
likelihood (probability) and the worst impact score of each event being
given. We propose that the probabilities and scores attain values in a
special linearly ordered ring with zero divisors. Assuming that the im-
pact of an event can be mitigated if the enterprise makes an investment
into preventive measures and given a limited budget, a linear optimiza-
tion model follows. Second, we briefly note that it also makes sense
to use the special linearly ordered ring with zero divisors in the FMEA
(Failure Mode and Effects Analysis) method.

3 - Fuzzy Decision Analyzer
Radomir Perzina, Jaroslav Ramik

There exists wide range of software products to support decision mak-
ing. Main disadvantage of those software products is that they are com-
mercial and relatively expensive and thus it prevents them to be used
by small companies, students or researchers. This paper introduces a
new online tool FDA - Fuzzy Decision Analyzer which is completely
free and was developed to support users in multicriteria decision mak-
ing situations with uncertain data. It can be also used by students to
help them understand basic principles of multicriteria decision mak-
ing, because it doesn’t behave as a black box but displays results of all
intermediate calculations. The proposed software package is demon-
strated on an illustrating example of a real life decision problem.

4 - Power Evaluation in Group Decisions under Uncertainty
- Evidence from the Czech Parliament 2010-2017
Elena Mielcova

The main aim of the paper is to show a possible application of the
I-fuzzy set approach to the real world situation. Namely, contribution
discusses a construction of Shapley and Banzhaf values for cooperative
games with I-fuzzy coalitions and their application on real data - in this
case the voting data from the Chamber of Deputies of the Czech Par-
liament 2010-2017. This approach incorporated two possible sources
of uncertainty, namely defection of legislators in their presence and
their party loyalty. Result indicate that the discrepancy in correlations
between power indexes of political groups and their success can be
partially solved by incorporating uncertainty issues into power index
calculations. However, the results also led to the idea, that there are
more factors that have to be incorporated into concept of power in-
dexes for better expression of predictions of future power distribution
among political groups.
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1 - Characterizations for DTA modelling under user equi-
librium conditions and convergence of solutions for
stochastic DTA cases
Ricardo de la Paz Guala, Cristian Cortes, Pablo A. Rey

In the study of the phenomena that affect traffic, such as the interac-
tion of different instances that intervene in a transport network, or the
behavior of users and the characteristics of the infrastructure, the anal-
ysis of traffic assignmemt is a fundamental tool. In recent years, due to
contributions in new methodologies and advances in technologies, the
problem of dynamic traffic assignment of the demand (DTA), which
seeks to understand in a more realistic way the interactions between
the transport network and the behavior of users when considering the
time dependancy of their choice of route and/or departure time under
certain conditions, such as user equilibrium (UE), becomes determi-
nant, when it comes to analyzing this study area. Particularly, in order
to understand that the choices of drivers who join an urban transport
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network vary from one another, it is necessary to consider stochasticity
when generating DTA models (SDTA). In this paper, explicit charac-
terizations of the fundamental functions that define the DTA, under EU
conditions, for some transport network structures are given and, as a
conclusion of computational testing followed by analytical analysis, it
is presented that, under certain circumstances, the SDTA, under EU
conditions and considering a discrete choice of route based on a logit
model, converges and, after a bounded instant in time, is equal to the
solution of the DTA case. Some examples are studied to ilustrate this
results.

The ways for optimizing drivers behavior based on the
demand estimation and order probability prediction
Aleksandra Panyukova, Tatiana Makarovskikh

Our report covers development of methods that could be used as one of
subsystems of a platform that provides information and transaction ser-
vices for business-to-client communication. For example, these meth-
ods may be used for alerting managed objects (performers, using taxi
drivers) to influence their management decisions in order to increase
business efficiency and reduce operational costs. We estimate the de-
mand for transportation needs using available statistics on taxi orders
and develop a method for determining the coordinates of the place with
the highest order probability, depending on the time of day and the cur-
rent location of the driver. The result is formatted for further transfer
to the driver by bot message.

Dynamic service network design for rail freight consid-
ering uncertain travel times
Tobias Pollehn, Daniel Haalboom

In single wagon load transport, shipments are routed through a hub-
and-spoke network with several consecutive freight trains. Due to
stochastic delays of trains, the planned railcar interchanges at the hubs
are at risk of disruption. Late train arrivals lead to disrupted trip plans
of commodities if the delay exceeds the slack of the train connection.
However, increasing the slack can lead to less efficient use of hub ca-
pacity and increased transport times. Integrating stochastic travel time
data in the service network design can therefore help to balance net-
work efficiency and trip plan robustness. We propose a new formula-
tion of a dynamic service network design model taking into account
the probabilities of disruptions of railcar interchanges. The considera-
tion of costs reflecting these probabilities will lead to more robust trip
plans. By comparing our computational results with solutions based
on deterministic travel times, we demonstrate the gains of integrating
travel time uncertainty into service network design formulations.

A microscopic approach for energy consumption and
passenger compensation policy in disruption manage-
ment

Manuel Fuentes, Luis Cadarso, Ricardo Garcia-Rodenas

In a railway network, incidents may cause traffic to deviate from the
planned operations making impossible to operate the schedule as it was
planned. In such a situation the operator needs to adjust the schedule
in order to get back to the original schedules.

A train operator may have the policy of economically compensat-
ing (e.g., refunding ticket fare) passengers when they incur in delays.
Compensation levels usually depend in the amount of delay. There-
fore, it is important to have a smart way of deciding whether to speed
up trains in order to absorb delays, i.e., increasing energy consumption,
or to compensate passengers.

In this paper a mathematical model which decides on the speed pro-
file while considering passenger use is presented. The model decides
on the optimal sequence of operating regimes and the switching points
between them for a range of different circumstances and train types
all while considering delays and passenger compensation policies ap-
plied by the train operator. The objective of this paper is to minimize
both energy consumed and incurred compensation to passengers. Con-
straints on traction and braking forces, on train velocity, on forces
caused by vertical and horizontal track profile, and on passenger com-
pensation policy are considered.

Computational tests on realistic problem instances of the Spanish rail
operator RENFE are reported. The proposed approach is able to find
solutions with a very good balance between various managerial goals.
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Proximal regularization in bilevel optimization
Francesco Caruso, Maria Carmela Ceparano, Jacqueline
Morgan

Recently a proximal regularization method has been used in a game
theoretical framework in order to select a subgame perfect Nash equi-
librium in one-leader one-follower games (Stackelberg games) when
the optimal response of the follower to any choice of the leader is not
always unique. It embeds the idea that players must face costs when
they deviate from their current actions and it is motivated according
to an anchoring effect that reflects the players’ difficulties in changing
actions (Caruso, Ceparano, Morgan: "Subgame perfect Nash equilib-
rium: a learning approach via costs to move", Dynamic Games and Ap-
plications 2018). In this presentation we move from the game theoret-
ical setting mentioned before towards a bilevel optimization perspec-
tive, in particular simple bilevel optimization. We investigate approx-
imation methods involving the proximal regularization: convergence
results, examples and connections with bilevel optimization solution
concepts are provided.

An Augmented Lagrangian Method for Quasi-

Equilibrium Problems
Luis Felipe Bueno, Gabriel Haeser, Felipe Lara, Frank Rojas

In this paper, we propose an Augmented Lagrangian algorithm for
solving a general class of possible non-convex problems called quasi-
equilibrium problems (QEPs). We define an Augmented Lagrangian
bifunction associated with QEPs, introduce a secondary QEP as a mea-
sure of infeasibility and we discuss several special classes of QEPs
within our theoretical framework. For obtaining global convergence
under a new weak constraint qualification, we extend the notion of an
Approximate Karush-Kuhn-Tucker (AKKT) point for QEPs (AKKT-
QEP), showing that in general it is not necessarily satisfied at a solu-
tion, differently from its counterpart in optimization. We study some
particular cases where AKKT-QEP does hold at a solution, while dis-
cussing the solvability of the subproblems of the algorithm.

Viscosity solutions in bilevel optimization and games
Jacqueline Morgan, M. Beatrice Lignola

In bilevel optimization and games a pessimistic approach leads to in-
troduce concepts of viscosity solutions which satisfactorily obviate the
lack of solutions and which are defined through regularization families,
called inner regularizations, of the solutions map to the lower level. In
line with Lignola and Morgan (JOTA, 2017 and 2018), sufficient con-
ditions for the existence of such viscosity solutions are given under
possibly discontinuous data .

Solving Quadratic Multi-Leader-Follower Games by
Smoothing the Follower’s Best Response
Steftensen Sonja
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The multi-leader-follower game is a particular subset of classical game
theory. These models serve as an analytical tool to study the strategic
behavior of individuals in a noncooperative manner. In particular, the
individuals (players) are divided into two groups, namely the leaders
and the followers, according to their position in the game. Mathemat-
ically, this leads optimization problems with optimization problems as
constraints.

We derive Nash-s-stationary equilibria for a class of quadratic multi-
leader-follower games using nonsmooth best response function. To
overcome the challenge of nonsmoothness, we pursue a smoothing ap-
proach resulting in a reformulation as smooth Nash equilbrium prob-
lem. We prove existence and uniqueness for all smoothing parameter.
For a decreasing sequence of this smoothing parameters accumulation
points of Nash equilibria exists and we show that they fullfill the condi-
tions of s-stationarity. Finally, we propose an update on the leader vari-
ables for efficient computation and numerically compare nonsmooth
Newton and subgradient methods.
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Activating the adequate thinking mode when making
decisions - an analysis of visualisation techniques
Michael Leyer, Aysegul Engin, Jiirgen Strohhecker

According to dual-processing theories, as, for instance, cognitive-
experiential self-theory, individuals tend to rely more on either their
slow, analytic or their fast, intuitive system when faced with a deci-
sion. While the debate, which one of the thinking modes is generally
superior, seems unresolved, theory suggests that both ways can be suc-
cessful if they match the characteristics and requirements of the deci-
sion making task. Poor performance is seen as a consequence of a mis-
match: E.g., if a decision maker uses the analytical approach in a situ-
ation requiring intuitive (fast) thinking instead, there is limited benefit,
but very likely much time lost. Attempts to improve this matching are
often resource-intensive (e.g. training). Based on cognitive fit theory, a
promising idea is to help individuals applying the appropriate thinking
mode by providing a structural visualization the decision problem. We
present first results from a 2x2 experiment in which we provide par-
ticipants with graphical visualisation and table representation in two
types of tasks that are chosen based upon whether analytic or intuitive
processing would be most appropriate to successfully complete them.
We control for certain characteristics such as information perception,
information processing and cognitive load. The results are contribut-
ing to our understanding how decision making can be improved by
activating the adequate thinking mode using visualisation.

Irrational Maximisers: Are behavioural maximisers
more prone to biased judgements than their satisficing
counterparts?

Shashwat Pande, K.Nadia Papamichail, Peter Kawalek

In this paper, we investigate the central question of whether in cer-
tain circumstances, behavioural maximisers are in fact poorer decision
makers compared to their satisficing counterparts. We draw on be-
havioural decision theory and the dual system paradigm to suggest that
maximisers’ denial of their bounded-rationality leads them to arbitrar-
ily expand choice even when normatively preferable alternatives are
available. We test our hypothesis in a series of experiments and our
findings provide support for this claim. Specifically, we show that,
a) maximisers demonstrate a lower preference for analytical informa-
tion processing, b) in absolute terms, maximisers are more likely to

adhere to a number of behavioural biases than their satisficing coun-
terparts, ¢) their adherence to these biases is due to a reliance on eas-
ily comparable criteria, variety seeking and representativeness as non-
compensatory information handling heuristics, and d) their adherence
to biased responses persist even in situations where a biased alternative
is dominated by an objectively superior choice or a normative choice is
inaccessible. We discuss our findings with respect to their implications
for a boundedly-rational view of unaided decision processes and sug-
gest that the very behavioural strategies that maximisers adopt in their
quest for the "best" alternative, predispose them to errors in judgement
in a number of cases.

Individual differences in model comprehension and
use: A study of cognitive styles and cognitive mapping
llkka Leppanen, L. Alberto Franco

Do cognitive styles, value orientations, and conflict in values determine
how decision makers comprehend and use cognitive maps? We set out
to study this question with an experiment where subjects were tested
on cognitive map comprehension and asked to make linking choices
between different statements. A total of 185 subjects participated in an
online experiment that consisted of two parts. In Part 1 the task was
to recognise linking errors in a cognitive map that was constructed at
a pre-study workshop. In Part 2 the task was to make linking choices
in a map that was like the map in Part 1. We correlated behaviour
in Part 1 to scores in Need for Cognition (NFCog) and Faith in Intu-
ition (FI) trait scales, and the behaviour in Part 2 additionally to scores
in the Allport values scale and self-reported conflictedness statements.
We found that NFCog correlated positively with linking accuracy in
Part 1, i.e. high NFCog subjects made less linking errors than low
NFCog subjects, whereas FI did not correlate with linking behaviour.
We also found that NFCog, FI and conflict were able to predict choices
in some value domains and that FI had an inverse relationship to self-
reported conflictedness. Our study draws a picture of how individual
traits and capabilities affect cognitive map comprehension and use and
demonstrates the importance of accounting for individual differences
in model-supported managerial decision making.

Variability in decision behaviour: An agent capital per-
spective

Chidinma Crystal Ulumma Chukwuemeka, K.Nadia
Papamichail, Yu-Wang Chen, Richard Allmendinger

This work draws from the behavioural decision making and sociolog-
ical disciplines to study ways in which individuals’ career decision
strategies are determined by the amount of capital they own. A key
facet of behavioural decision theory is describing mechanisms through
which beliefs/values influence decision making. Sociological theory of
practice on the other hand, estimates predictors of the interactions be-
tween decision maker’s and fields in their environment. A synergy of
perspectives would indicate that changes in decision behaviour could
be measured by evaluating the changes seen in individuals’ navigation
across and within fields. Hence adopting Bourdieu’s practice frame-
work, we assert that the portfolio comprising social, human,economic
and cultural forms of capital owned and developed by an individual
over time would explain their access, interaction and mobility within
and across fields. The framework has been empirically tested using
data from LinkedIn. We observed and analysed the recurrent career
decision of 850 individuals, who have worked at least 5 jobs over their
career span. The results indicate that a change in decision behaviour
can significantly be explained by an agent’s capital portfolio. These
results are notable because they provide a framework for understand-
ing the dominant strategy individuals would adopt when faced with
critical decision problems as well as likely changes overtime. Finally,
practical implications are discussed.
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Applications of Weighted Markov Chain and Autore-
gressive Integrated Moving Average in the Prediction of
Under-5 Mortality Rates in Nigeria

Phillips Edomwonyi Obasohan

In developing countries, correctly predicting the trend of the childhood
mortality rate can provide a clear understanding to make health pol-
icy for mortality reduction. This paper aims to apply two methods
(Weighted Markov Chain Model and Autoregressive Integrated Mov-
ing Average) to predict annual child mortality rate so as to establish
which of these models better predict childhood mortality rate. The
study will be conducted on the Childhood Mortality Annual Closing
Rate (CMACR) data for Nigeria from 1964-2013. CMACR is a ran-
dom sequence changing over time (annually), so we can analyze the
mortality closing rate and predict the change range of CMACR in
the next state. Weighted Markov Chain (WMC), a method based on
Markov theory is mainly studying the state and its transition proce-
dures to describe a changing random time series. On the other hand,
Autoregressive Integrated Moving Average (ARIMA) is a generaliza-
tion of an Autoregressive Moving Average (ARMA) Model. These
models are fitted to time series data for better understanding of the
data pattern and predictions of future values based on previous ob-
served values. ARIMA model are specially build to serve as basis of
standard structures in time series data, and as a result provides a sim-
ple yet powerful method for making significant time series predictions.
Therefore we hypothesised that WMC Model predicts more accurately
the childhood mortality rates in Nigeria than ARIMA

Efficiency of subsidy versus targeting for vaccines
Alec Morton, Razzaque Sarker

Vaccination has a crucial role in the protection of populations from in-
fectious disease. However, many new vaccines are expensive and to
provide vaccines to the entire population may not be affordable, es-
pecially in poorer countries. Hence, in such settings there is a need
for vaccination programmes to use public funds as efficiently as pos-
sible as part of a mixed financing strategy. In this paper we discuss
the choice between subsidy and targeting of vaccination. We frame
the problem as one of achieving a coverage goal at minimum public
cost. We present an intuitive model for comparing the costs of tar-
geting and vaccination and explore its structural properties, shedding
light on when subsidy might be preferred to targeting and vice versa.
In summary our analysis suggests that, as a rule of thumb, high prices
favour subsidy and low prices favour targeting; and high goal levels
favour targeting and low goal levels favour subsidy. We illustrate our
model using demand data for cholera vaccination in Bangladesh.

Inference of evolutionary dynamics of tumors as a
scheduling problem
Pavel Skums, Vyacheslav Tsyvina, Alex Zelikovsky

Intra-tumor genetic diversity is one of the major factors influencing
cancer progression and treatment outcome. However, evolutionary dy-
namics of cancer cell populations remains poorly understood. Quan-
tification of selection during the tumor evolution is a key step to un-
derstanding mechanisms driving cancer. We present an algorithmic
framework for inference of fitness landscapes of cancer clone popula-
tions from genomic data. It is based on a maximal likelihood approach,
whose objective is to estimate a vector of clone fitnesses which better
fits the observed tumor phylogeny, genomic composition of the can-
cer cell population and the specified evolutionary model. We show

how to transform the original maximum likelihood problem into a dis-
crete optimization problem, which could be considered as a variant of
scheduling problem with precedent constraints and with non-linear cu-
mulative cost function. In this problem, mutations play roles of jobs,
history of mutation accumulation corresponds to a scheduling of jobs
on a single processor, phylogenetic tree of the cancer cell population
represent job precedence constraints, and the cost of processing a job
at a given iteration is equal to the probability of observing the corre-
sponding mutation at a given time. Finally, we propose an algorithm to
solve this problem which uses branch-and-bound approach to find op-
timal solutions for its well-structured subproblems, and then combine
subproblem solutions using dynamic programming.

Dynamics of CD4+ T cells: fit to time series obtained
after LCMV infection

Bruno M.P. M. Oliveira, Filipe Martins, Atefeh Afsar, Alberto
Pinto

We fit a dynamical model of immune response by CD4+ T cells to un-
evenly spaced time series of data from mice infected with lymphocytic
choriomeningitis virus (LCMV). We used an ODE model that consid-
ers both CD4+ T cells, regulatory T cells (Tregs) and interleukine-2
(IL-2) density. This model is able to fit both the immune activation
phase following infection and the subsequent relaxation phase for the
gp61 and NP309 LCMYV epitopes.
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Recent developments of the supporting hyperplane op-
timization toolkit (SHOT) solver
Jan Kronqvist, Andreas Lundell

SHOT was originally developed for convex mixed integer nonlinear
programming (MINLP) problems, and benchmarks have shown that
SHOT is among the most efficient solvers for such problems [1]. It
combines primal and dual algorithms for obtaining bounds on the op-
timal solution [2]. The dual algorithm is based on the ESH algorithm
and generates outer approximations for obtaining iteratively improving
lower bounds. The primal algorithm includes techniques for obtaining
feasible solutions to the problem, giving upper bounds on the optimum.
In its original form, the ESH algorithm is not well suited for nonconvex
problems. The supporting hyperplanes may cut off parts of the feasi-
ble set, and result in an empty search space. Techniques to improve
SHOT’s nonconvex capabilities, including feasibility restoration, pri-
mal cuts, and reformulations, are presented. In its current form, SHOT
only guarantees global optimality for certain types of nonconvex prob-
lems, and for general nonconvex problems it works as a heuristic.
The new features have significantly improved the solver’s ability to
deal with nonconvexities, and the goal is to extend its global capabil-
ities. [1] Krongvist, J., Bernal, D. E., Lundell, A., & Grossmann, I.
E. (2018). A review and comparison of solvers for convex MINLP.
Optimization and Engineering. [2] Lundell, A., Kronqvist, J., & West-
erlund, T. (2018). The Supporting Hyperplane Optimization Toolkit.
Preprint, optimization-online.org/DB_HTML/2018/06/6680.html

SDP based BQP relaxation strenghtening
Robert Luce

We consider the solution of binary quadratic programming (BQP)
problems in the standard branch-and-bound framework. Unlike for
the more general mixed-integer quadratic programming problem, the
idempotency of binary variables allows for regularization of the objec-
tive function without altering the set of optimal solutions.
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Such regularization can serve two purposes. First, it can be applied
to ensure the convexity of the continuous relaxation, and secondly one
can take advantage of this freedom to strengthen the root relaxation of
(convex) BQP problems. In both cases choosing the "best" (in a par-
ticular sense) regularization results in an auxiliary semi-definite pro-
gramming problem.

We discuss different computational techniques for the exact and ap-
proximate solution of this SDP, along with some simplistic heuristics.
An overall assessment of this approach, based on the implementation
in Gurobi v8.1 on a large set of BQP’s will be given.

EAGO.jl, Easy Advanced Global Optimization in Julia
Matthew Stuber

The Julia programming language was developed for both extreme
speed and ease-of-use motivated by high-performance computing and
engineering/scientific modeling and simulation applications. Thus, Ju-
lia offers enumerable capabilities and enormous flexibility for a broad
range of mathematical programming activities including algorithm de-
velopment, testing, and deployment to advanced modeling, design, and
analysis.

In this work, we present the EAGO.jl package which is the com-
munity’s first deterministic global optimization software platform for
general nonconvex nonlinear programs in Julia. The EAGO platform
was developed specifically with advanced problem formulations (e.g.,
semi-infinite programs (SIPs), dynamic programs, embedded simula-
tion, etc.) in mind, offering: a flexible and user-customizable (via API)
spatial branch-and-bound framework; a state-of-the-art McCormick re-
laxation library including standard, generalized, multivariate, and dif-
ferentiable relaxations; an interval arithmetic library; interfaces for Ju-
lia’s JuMP and MathProgBase optimization modeling languages; an
SIP solver; routines for implicit functions; interfaces for linear and
(local) nonlinear solvers; automatic differentiation routines; advanced
constraint propagation and domain reduction routines; and advanced
routines for expression graph decomposition and analysis. We will
discuss EAGO’s core features and demonstrate its applicability and
performance.

MAINGO - McCormick-based Algorithm for mixed-
integer Nonlinear Global Optimization
Jaromil Najman, Alexander Mitsos

MAINGO is a deterministic global optimization software for the so-
lution of mixed-integer nonlinear programs (MINLPs). It is applica-
ble to MINLP consisting of factorable Lipschitz continuous functions.
We have shown it to have computational advantages for classes of
problems that admit reduced-space formulations, such as commonly
found design problems. The main distinction of MAINGO compared
to other global solvers, is the operation in the original optimization
variable space through the application of McCormick relaxations. This
is done through the open-source library MC++ (Chachuat et al. IFAC-
PapersOnline 48 (2015), 981). Additional features are custom re-
laxations for various functions (including functions relevant to pro-
cess systems engineering), and significant flexibility in model formula-
tion. In addition to the spatial branch-and-bound and some well-known
bound tightening techniques, we also implement specialized methods
for tightening of McCormick relaxations. We present the algorith-
mic framework of MAINGO along with computational applications to
flowsheet optimization problems and hybrid mechanistic/data-driven
models including artificial neural networks. Finally, we shortly intro-
duce the interface and extension possibilities for the end-user planned
for the open-source version.
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Machine Learning Based Diving for Mixed Integer Pro-
gramming: Decision Trees
Haroldo Santos, Samuel Brito, Greet Vanden Berghe

Given a Mixed-Integer Program P with n variables and m constraints,
a diving is sequence of variable fixations. If successful, a diving can
produce an integer feasible solution in at most n steps. For a frac-
tional solution, there are several strategies reported in the literature for
selecting the next fractional variable to be fixed to an integer value,
considering different criteria such as fractional part, pseudocosts and
occurrence in different constraints. In this work we explore the use
of machine learning to, at each fractional solution, decide the the next
strategy to proceed, producing an adaptive algorithm. Considering a
set of problem features and relaxed solution features, decision trees
are built to guide the diving procedure. One major advantage of de-
cision trees over other machine learning techniques is that, for trees
with limited depth, the next strategy can be selected in constant time.
Promising computational results were obtained and comparisons with
other diving strategies and with the feasibility pump heuristic are pre-
sented.

Machine Learning approach for Data Centers Modeling
and Optimization
Kateryna Mishchenko, Winston Garcia Gabin

Data centers (DC) are facilities equipped with special means to manage
digital data. A need for such services is drastically growing, and as en-
ergy consumption in DC in the world is around 3.5% of the global elec-
tricity produced, the problem of energy saving is significant. Power
optimization of data centers is based on underlying models for DC ge-
ometry, power distribution, etc. These models are meant for optimiza-
tion and control and can be created using CFD approach, first prin-
ciple modeling or numerical methods. CFD and first principle mod-
els are extremely computational costly and cannot be applied in real
time operation.This paper presents a generic data driven approach to
model and optimize power consumption in DC. The numerical models
are created using machine learning.At first, there are created numer-
ical models using the experimental design based on correlation tests.
Then, artificial neural network models are developed and trained using
real data. Such models are used to minimize the power consumption
by means of nonlinear optimization. The results of numerical experi-
ments confirm a high accuracy of the ANN approach, a modeling error
being 3%. There were evaluated several nonlinear optimization prob-
lems based on these models. Power optimization was shown to pos-
sess a good performance with an energy saving potential of 20%. This
approach implemented in ABB Ability™ Data Center Automation so-
lution allows to manage the complex energy and operational needs of
DC.

Inventory Systems with Stochastic and Batch Demand:
Matrix Analytic Approaches
Walid Nasr

A main challenge in the modeling of inventory systems is formulating
sufficiently detailed mathematical models which closely approximate
the stochastic components of the system. Accounting for a larger num-
ber of the stochastic components increases the validity and accuracy
of the model, but can significantly add to the computational complex-
ity and intractability involved in analyzing the model. This motivates
the use of Markovian Processes to capture the stochastic behavior of
the demand process. This is a result of the well-established flexibil-
ity of Markovian processes in capturing key descriptors of point pro-
cesses which include high variability, time-dependency, inter-arrival
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auto-correlation, and batch arrivals. This work presents computational
frameworks to calculate the performance measures of continuous re-
view inventory systems with Markovian demand. The computational
framework is based on the state-representations of the inventory sys-
tems. Compact matrix representations are presented for the steady
state solution of the inventory performance measures. The transient
and non-stationary behavior of the inventory system is obtained from
the numerical integration of the corresponding Kolmogorov Forward
Equations.

Online algorithms for Display Ads problem with two in-
put models
Gwang Kim, Hyunwoo Kim, Ilkyeong Moon

Online bipartite matching is an online version of the bipartite matching
problem in which one set of nodes is known in advance whereas the
other set arrives online, one node at a time. Internet-based companies
use an online bipartite matching problem and its generalizations when
they deal with online advertising assignment. The problem can be in-
terpreted as finding an optimal matching between the advertisements
and ad slots. This paper considers Display Ads that is a generalization
of the edge-weighted and capacitated online bipartite matching prob-
lem. In the existing literature, ’free disposal’ property, in which an ad-
vertisement is assigned more than its capacity, is allowed for the prob-
lem to be tractable. Nevertheless, the solution seems unrealistic, and it
could undermine the fairness between advertisers. The ultimate goal of
this paper is to seek an optimal matching in which the total weight of
matched edges is maximized while ’free disposal’ is excluded. Thus,
we analyze two online input models, based on the adversarial and prob-
abilistic orders, to the problem. In the former order, deterministic al-
gorithms are presented to show good competitive ratios. In the latter
order, online algorithms with stochastic information are proposed to
show good performances through numerical experiments.
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Finite project life and (in)finite options duration: Effect
on timing and size of capacity investment
Anne Balter, Kuno Huisman, Peter Kort

The literature on real investment in general departs from two assump-
tions. First, it is assumed that the project length is infinite, i.e. the firm
produces forever after the investment has been undertaken. Second,
the option to invest exists forever. This paper relaxes both assump-
tions. In a monopoly setting we find that, in case the inverse demand
function linearly depends on a Geometric Brownian Motion process,
a reduction of the project length delays the investment time whereas
the investment size is not affected. Having a finite life of the invest-
ment option, caused for instance by technological progress making the
product obsolete, accelerates investment whereas the investment size is
reduced. We also investigate the effect of relaxing these two assump-
tions on the investment decisions of firms in a duopoly setting.

Risk sensitive utility indifference pricing of real options
under fixed transaction costs
Pavel Gapeev

We study the problems of risk sensitive utility indifference pricing for
real options with fixed transaction costs in the classical model of a
financial market with two tradable assets. Assume that the investors
trading in the market must pay transaction costs equal to a fixed frac-
tion of the entire portfolio wealth each time they trade. The objective
is to maximise the asymptotic (risk null and risk adjusted) exponential

growth rates based on the expected logarithmic or power utility of the
difference between the terminal portfolio wealth and a certain amount
of the option payoffs. It is shown that the optimal trading policy keeps
the number of shares held in the assets unchanged between the trans-
actions. In order to determine the optimal trading times and sizes,
we reduce the initial problems to the appropriate (discounted) time-
inhomogeneous optimal stopping problems for a one-dimensional dif-
fusion process representing the fraction of the portfolio wealth held
by the investor in the risky asset. The optimal trading and exercise
times are proved to be the first times at which the risky fraction pro-
cess exits certain regions restricted by two time-dependent boundaries.
Then, certain amounts of assets should be bought or sold or the options
should be exercised whenever the risky fraction process hits either the
lower or the upper time-dependent curve. We illustrate these results
on the examples of real asset-or-nothing options for which we obtain
solutions in a closed form.

Revenue-Enhancing Pre-Investments under Uncer-

tainty
Tord Olsen, Verena Hagspiel

Models of investment under uncertainty mostly concern the firm’s
stochastic environment as exogenously given and subject to constant
characteristics. We consider a firm that can sequentially invest to
alter the growth rate of a project through a revenue-enhancing pre-
investment activity prior to entering a new market, both when the
change is fixed and when the magnitude of the change can be opti-
mally chosen by the firm. We find that this incentivises the firm to
invest early in revenue-enhancing activities, and then wait to invest
to enter the market. There is both an option value of waiting that
delays investment in revenue-enhancing activities, as well as an ac-
celerating effect from the change in growth rate. The overall effect
on the investment thresholds from increased uncertainty is ambiguous.
Which effect dominates is dependent on both the cost parameters and
the magnitude of the change in the rate of growth. When the firm
can optimally choose the amount of the revenue-enhancing activity,
we find that the firm invests more in these activities when uncertainty
is higher, but the effect of uncertainty can still be ambiguous. When
the marginal cost of the activity increases, the firm both delays the
investment and undertakes less revenue-enhancement, but the overall
amount spent increases. We conclude that increasing the drift through
revenue-enhancing pre-investments is very attractive for the firm, and
that this affects the firm’s optimal investment strategy.

Dynamic Market Entry in Oligopolistic Industries under
Uncertainty: The Choice between Make or Buy
Elmar Lukas, Peter M. Kort, Andreas Welling

We extend the literature on market entry timing under uncertainty
by accounting for the entrant’s choice between greenfield investment
and Merger & Acquisitions (M&A) with a suitable incumbent in the
shadow of outside options and competing coalitions. By means of
an oligopolistic model we derive analytical solutions for the optimal
coalitions, industry characteristics, entry timing and M&A terms. The
results indicate that entry timing becomes non-monotonic due to the
entry mode choice. In particular, less uncertain and highly uncertain
industries can exhibit delayed entry by means of M&A while for in-
dustries with intermediate levels of uncertainty entry timing can occur
sooner with greenfield investment as the preferred choice. With re-
spect to the target selection mechanism we find that (less) technolog-
ical advanced foreign entrants prefer to enter by means of greenfield
(merger with one of the incumbents). As uncertainty increases, how-
ever, (less) technological advanced foreign entrants prefer to merger
with the weaker incumbent (local champion).
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1 - Humanitarian Operations Modeling at the Interplay of

Relief and Development
Nico Vandaele

In this tutorial we explore a personal view on how OR modeling can be
helpful in supporting humanitarian and development decision making.
We rely on the application field of immunization to illustrate our find-
ings. Immunization systems have to cope both with prevention (as part
of development) as well as with outbreaks (as part of disaster relief).

The starting point is a user-centered view; in this case a pa-
tient/child/population needs to be immunized. This led us to a five
step approach, encapsulating the modeling of the problem setting. It
is composed of (1) stakeholder analysis and system definition, (2) key
performance indicators derivation, (3) modelling and scenario gener-
ation, (4) scenario ranking and (5) implementation. This baseline al-
lows for complementary OR techniques and modeling approaches to
be deployed. Recent literature reviews reveal multiple opportunities
for research.

Relevance, resilience, sustainability and technological evolutions en-
force us to opt for an interdisciplinary approach. Many of the insights
from the immunization field are useful for other fields of decision sup-
port.

m MD-02
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1 - Inventory rebalancing and vehicle routing in bike shar-

90

ing systems
Willem-Jan van Hoeve, Jasper Schuijbroek, Robert
Hampshire

Bike sharing systems have been installed in many cities around the
world and are increasing in popularity. A major operational cost driver
in these systems is rebalancing the bikes over time such that the ap-
propriate number of bikes and open docks are available to users. We
combine two aspects that were previously handled separately in the
literature: determining service level requirements at each bike sharing
station, and designing (near-)optimal vehicle routes to rebalance the
inventory. Since finding provably optimal solutions is practically in-
tractable, we propose a cluster-first route-second heuristic, in which a
polynomial-size Clustering Problem simultaneously considers the ser-
vice level feasibility and approximate routing costs. Extensive com-
putational results on real-world data from Hubway (Boston, MA) and
Capital Bikeshare (Washington, DC) are provided, which show that our
heuristic outperforms a pure mixed-integer programming formulation
and a constraint programming approach.

This work was published in European Journal of Operational Research
(2017).

2-

Humanitarian logistics network design under mixed un-
certainty: A narrative of an EJOR paper and its impact
Afshin Mansouri, S. Ali Torabi, Saeideh Tofighi

In this talk, we present a summary of our paper published in EJOR
250 (2016) 239-250 along with its background and impact. The paper
is one of several outputs resulted from a long-term collaboration be-
tween Brunel University London and the University of Tehran, started
from an ESRC-funded project in 2010. Motivated by the need for de-
signing a relief network in Tehran in preparation for earthquakes, in
this paper we addressed a two-echelon humanitarian logistics network
design problem involving multiple central warehouses (CWs) and local
distribution centres (LDCs) and developed a novel two-stage scenario-
based possibilistic-stochastic programming (SBPSP) approach. Dur-
ing the first stage, the locations of CWs and LDCs are determined
along with inventory levels of the prepositioned relief items. In the
second stage, a relief distribution plan is developed based on a range
of disaster scenarios. A tailored differential evolution algorithm is de-
veloped to find good enough solutions in a reasonable time. Com-
putational results using real data revealed promising performance of
the SBPSP model benchmarked against the existing relief network in
Tehran. Subsequently, we disseminated our findings to local author-
ities and relief organisations in Iran that raised their awareness about
suitable supply strategies. As a result, they started changing their pro-
curement practice by adopting contractual agreements with suppliers
to increase reliability of their response at reduced cost.

Policy and facts about the European Journal of Opera-
tional Research (EJOR)

Roman Slowinski, Emanuele Borgonovo, Robert Dyson, José
Fernando Oliveira, Steffen Rebennack, Ruud Teunter

The session will start with two presentations done by authors of rep-
resentative and highly cited papers published recently in EJOR. Some
further research developments and practical implications that followed
these publications will be given by these authors. Then, the editors
of EJOR will explain their editorial policy, and will give some current
characteristics of the journal. They will also describe their approach
to evaluation and selection of articles, and will point out topics of OR
which recently raised the highest interest. In the last part of the session,
the editors will answer some general questions from the audience.
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Chair: Matteo Pozzi

From Data to Decisions. The challenges of the digital-
ization era
Raffaele Maccioni

It is not always so easy to take the best decisions, both strategic, like
to redesign the supply chain, or operative like to deliver goods at min
costs, or to define prices and promotions. Even more, sometimes it is
not so clear what "best" really means. This is also true for the solution
that has been awarded by Informs as a finalist of the Franz Edelman
Award. ACT Operations Research provides an inspiring view on what
it takes to develop and implement "deep-analytical" solutions.
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Improving Resilience of Reservoir Operation in the Con-
text of Watercourse Regulation in Finland
Jyri Mustajoki, Mika Marttunen

Resilience management aims to increase the ability of the system to
respond to adverse events. In this study, we develop and apply a sys-
tematic approach based on the resilience matrix of Linkov et al. (Env-
iron Sci Technol 47: 10108-10110, 2013) for improving the resilience
of the decision making process related to reservoir (or lake) regulation
in Finland. Our main objectives are two-fold. First, we aim to pro-
vide support for the reservoir operators in their work for identifying
the possible threats and actions to diminish their consequences. Sec-
ond, we study the applicability of the resilience matrix approach in a
quite specifically defined operational process, as most of the earlier
applications have focused on a more general context. Our resilience
matrix was developed in close co-operation with the reservoir opera-
tors and supervisors of the water course regulation projects by means
of two workshops and a survey. For the practical application of the
matrix, we created an evaluation form for assessing the resilience of a
single dam operation process and for evaluating the cost-efficiency of
the actions identified to improve the resilience. We tested the approach
on a dam controlling the water level of a middle-sized lake, where it
proved to be a competent way to systematically assess resilience.

Fuzzy FMECA Risk Analysis of Hydropower Dams: a
Case Study in Brazil
Flavio Sohler, Jose Roberto Ribas

When applying the traditional Failure Mode, Effects and Criticality
Analysis (FMECA) for dam risk assessment, the analyst may consider
including a fuzzy expert system in the evaluation. The upside of the
fuzzification is that it enables to add a measure of inaccuracy in the
three factors - occurrence, severity and detectability, incorporating the
imprecision into the process and allowing a better analysis of the pos-
sible choices. The adoption of an expert system by means of fuzzy
rule base combines the linguistic terms and logic operators trigger-
ing the consequent risk categories. The defuzzification converts fuzzy
numbers into a single crisp score with the same Risk Priority Number
(RPN) scale as of the traditional method. The downside of the pro-
posed method is the inability of the defuzzified RPN to monotonically
increase with the one provided by the traditional FMECA method, due
to the small number of linguistic terms adopted in the case study. The
method was applied to the Simplicio Dam System, a 305,7 MW hy-
dropower plant built in the Southeastern Brazilian region. It is con-
cluded that fuzzy logic provides an enhancement on the perspective of
consistency and reliability of the FMECA results. The introduction of
an expert system allows the RPN to be aligned with the rational ex-
pectations, representing one important contribution for monitoring the
risks associated with the relevant technical features, as we concluded
through the case study.

Optimizing Energy Efficiency: White Certificate Evalua-
tions
Irem Duzdar Argun, Gulgun Kayakutlu, Neslihan Ozgozen

Energy efficiency(EE) and saving studies are in important topics of last
era to solve the ecological and external independence affairs.EE means
both decreasing production costs in industry and cheaper new energy
sources.The results of EE in production industry, lower energy costs,
then more competition power with energy selling countries.Effective
energy consumption is the easiest way to stop and manage increases at

energy bills.Energy costs can be decreased by improved technologies,
better management and organization. White certificate(WC) is a good
market based instrument to promote EE studies.Governments carry on
energy policies with the support of state monopolies, by application of
regulations, laws, etc. to increase efficiency.To obtain a certificate, an
energy saving project or energy efficiency consulting is required. EU
energy policies are trying to develop renewable energy consumption
together with promoting EE studies.Energy efficiency policies moti-
vate the economy, supply security, public and environmental health
for EU Members.White certificate is worthwhile in policy instruments
used to achieve EE policies. WC implement may be effective to achieve
20% energy efficiency, objective of Turkey for 2023. Here, the energy
status and efficiency potential of Turkey will be discussed first. EE
and WC are described, Turkey’s efficiency policies and WC applica-
tions analysed.In this study a model is prepared a model to maximize
energy saving and WC applications.

4 - The unit commitment problem: a mixed integer coded
genetic algorithm based approach
Tolga Karabas, Sedef Meral

Unit commitment(UC) is one of the essential activities in power sys-
tems planning and operation that comprises two decisions: scheduling
of on/off states of electricity generating units and their dispatching over
the planning horizon. The objective is the minimization of total oper-
ating costs -fuel and startup costs-, while meeting the forecasted load
requirements, and satisfying several operational and technical con-
straints. Some of these constraints are initial status restriction of each
unit, minimum up and down times, capacity and generation limits, lim-
ited ramp rate, power balance and spinning reserve constraints. UCP
is a mixed integer, non-linear and combinatorial problem, making it
difficult to develop any rigorous optimization method for a real-size
system. Hence, we intend to develop a Genetic Algorithm to obtain an
optimal/near-optimal for the UC problem. While doing so, scheduling
of on/off status of generating units in each period is handled by the ge-
netic operators. Nevertheless, dispatching decisions related to power
generation levels of committed units in each period are made by the
Lambda Iteration Method. The main difficulty in the genetic algorithm
for the UCP is it has several constraints -both continuous and binary
types. Thus, we have developed a mixed-integer coding scheme that
can handle these constraints. Our approach can provide satisfactorily
good schedules and power generation levels for large scale power sys-
tems in a reasonable computation time.

m MD-06
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1 - Modeling the Role of Combined Heat and Power in the
European Electricity Market from a System Dynamics
Perspective
Siamak Sheykhha, Reinhard Madlener
Combined Heat and Power (Cogeneration) is an energy-efficient tech-
nology option that enables CO2 emission reductions. We study the de-
ployment of CHP in the European electricity market with HECTOR,
an advanced bottom-up energy system model. We simulate the elec-
tricity market of 28 European countries on an hourly basis until 2050
from a system dynamics (SD) perspective, revealing results for dis-
patch and future investments. Based on technology-specific assump-
tions, CHP plants are modeled in two different ways: simple (back-
pressure mode) and complex (condensing mode) operation. The results
from both modeling approaches are compared with each other. Besides
the implementation of more advanced CHP technology in HECTOR,
the modeling of CHP on an extended geographical area such as Eu-
rope enables a comprehensive analysis of how CHP affects renewable
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energy and flexibility options deployment. We also study the impact
of gas price changes on future investments in CHP plants. To this
end, we define different scenarios to assess the implications of differ-
ent CHP modeling methods on CHP plant investment, carbon emission
mitigation, and total system costs.

Optimal capacity adjustments in electricity market mod-
els - an iterative approach based on operational mar-
gins and the relevant supply stack

Robin Leisen, Benjamin Bocker, Christoph Weber

The modelling of energy systems often has to balance two aspects. On
the one side, models aim at describing different aspects in detail, e.g.
operation restrictions of power plants, CHP, grid restrictions etc. On
the other side, models aim at the analysis of long-term developments
in future electricity markets. Such models usually abstract on a higher
level and have a lower level of detail. When focusing on one of the
two aspects, models can be solved in a reasonable time. In order to
combine both aspects in one model we use a problem-specific iterative
approach. A detailed system model is linked to iterative adjustments
of investments. This is based on a subgradient method of optimiza-
tion frequently used in optimization. The approach can be described
as a detailed dispatch model with adjustments towards an investment
model. The approach reflects the effects of investment and disinvest-
ment decisions on market prices (and thus on further corresponding
decisions). The results show that the algorithm is quite efficient for
a stylized model. For a larger model, interim results suggested that
the performance could be further improved if the algorithm would be
adjusted to cope differently with various starting situations (overcapac-
ities vs. additional demand vs. shifting between technologies or loca-
tions). Nevertheless, with the developed methodology, a considerably
improved understanding of the drivers and the dynamics of iterative
capacity adjustments has been achieved.

Multi-Period Multi-Criteria Evaluation of the Transition
of Power Generation Systems
Tobias Witt, Jutta Geldermann

Energy scenarios describe possible future states or developments of
energy systems, and are often used to provide orientation for strate-
gic decision making in the energy sector or in energy policy, e.g., for
planning the energy transition towards renewable energy technologies.
In this context, multiple conflicting criteria, e.g., CO2-emissions and
system costs need to be considered. Hence, Multi-Criteria Decision
Analysis (MCDA) can support drawing conclusions from energy sce-
narios. However, as energy scenarios typically look several decades
into the future, there are time-related challenges for providing adequate
decision support: Today’s decisions can lead to path dependencies, un-
certainties associated with the input parameters and results of energy
scenarios increase significantly over time, and the preferences of stake-
holders may vary over time. We present a Multi-Period Multi-Criteria
approach for the evaluation of transition pathways, which allows ad-
dressing these challenges. The approach is based on the outranking
method PROMETHEE and consists of a three-phase procedure: In the
first phase, the performance scores of the alternatives are calculated for
each period. In the second phase, the alternatives are evaluated with
PROMETHEE II in each period, and in the third phase, the evaluations
of alternatives are aggregated along transition paths. As an example,
the method is applied for planning the transition of the power genera-
tion system in Lower Saxony, Germany.

Simulation and optimization model for the evaluation of
the contribution of electric mobility to a regenerative
power supply

Marcel Dumeier, Jutta Geldermann

Battery electric vehicles are to play a decisive role in the mobility of the
future. A greater diffusion of these vehicles is expected to have an im-
pact on the electricity demand, for instance by creating demand peaks
in the evening hours. In Germany, the electricity demand of these ve-
hicles will be met by a volatile electricity production that is expected
to come from regenerative energy sources such as wind and solar. In
order to distribute the loads arising from the charging of the vehicles
in a power generation-oriented manner, a suitable charging infrastruc-
ture and supplementary charge management are required. This also

results in a better utilization of electricity generated from re-generative
sources. Thus, we propose a decision support model for a techno-
economic assessment of the charging infrastructure. The mobility be-
havior of individuals is analyzed within a simulation model. Subse-
quently, a linear optimization model is used to optimize the charge of
the individual vehicles. The aim of the decision support model is to
analyze the load shift resulting from the charging in accordance to the
volatile power generation. The combination of the simulation and op-
timization model enables the investigation and evaluation of different
charging and expansion strategies of the charging infrastructure.
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Digital Twin for Next Generation Ports
Ek Peng Chew

We present the digital twin platform for Next Generation Ports. The
digital twin is a digital manifestation of the physical systems and it has
the ability to assist in the designing, planning and operations of the
port systems. The platform is based on the object oriented Discrete
Event Simulation modelling framework - O2DES.Net. This platform
is not only able to evaluate a system but has the ability to search for
optimal or good enough solutions as it can be integrated with optimiza-
tion methods. Furthermore, for the digital twin to assist in real time
port operations, it will need to embed analytics and learning engine
to replace the optimization model as simulation optimization methods
can be computationally expensive in time. The idea is to learn from
optimal results offline by solving the optimization model using many
different scenarios and then derive simple policies to replace the op-
timization model. The advantage of using the digital twin is the data
learning does not only come from historical data but also from new
data or scenarios generated by the digital twin. Application examples
will be demonstrated and discussed.

Long term (military) manpower planning: a WiP custom
tool

Johan Van Kerckhoven, Oussama Mazari Abdessameud, Filip
Van Utterbeeck

Proper HR planning is vital to the smooth operation (and survival) of
any kind of organization, including military organizations. This can
be short term planning as in scheduling employees, or long term plan-
ning, such as hiring and promotion strategies, which is the focus of this
work. These long term planning decisions are too important to be left
solely to the managers’ "gut feeling". Instead, they can choose to em-
ploy one or several mathematical models to provide valuable insights
towards making appropriate decisions.

Here we present the current state of a discrete event simulation
tool/engine which we are developing in Julia - using the SimJulia pack-
age - to assist with long term manpower management of our organiza-
tion. Although this tool is inspired by one particular case, our ultimate
goal is to make this tool as generic and configurable as possible, while
also being easy to use.

We will present the rationale behind our chosen approach, and give
some insight on how the tool handles the different HR aspects of the
system. We will also highlight its current capabilities, and elaborate on
how this simulation engine can be used to drive one or more (heuristics
based) optimization routines to find an optimal solution to a particular
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planning problem. We will offer a short roadmap for the way ahead,
highlight the features that are still in development, and the points where
the tool requires improvement. Finally, if time permits, a short demo
will be provided.

3 - Improving Healthcare Wait-Times - Using Discrete Event
Simulation to Enable Frontline Redesign
Peter ONeill, Ian Gibson, Jo Egan

This paper sets out an approach to improving healthcare delivery using
discrete event simulation as an input to the wider challenge of reducing
wait-times. The modelling was undertaken to develop and test patient
flows, and new processes for a clinic within a large community health
network. Managers of the project wished to identify the potential bot-
tlenecks in the design, develop solutions and plan for implementation.
We demonstrate the capability of the approach to identify potential
bottlenecks in the facility’s designed patient flows.

The approach uses the theory of constraints and Balridge framework
to consider the availability of resources (i.e. clinicians, equipment and
space), and analyse the potential effects of resultant changes on the
whole system. The method enables options to better match demand
for services with the resources required to deliver them. The approach
included developing process models based on our designed compo-
nents that can be combined quickly to model the patient pathway of a
dental clinic. The simulation included a capacity to create libraries for
utilization in the models.

Our results demonstrate that simulation could improve access to
healthcare services; reduce waiting; improve safety; reduce unsched-
uled overtime; improve job design; and reduce capital and operating
costs in healthcare systems by more than 20%. We also predict the
proposed method can improve the success rate of change management
projects within healthcare clinics.

4 - Quantifying Input Modelling Error in Stochastic Simula-
tion
Lucy Morgan

Stochastic simulation is a tool used to aid decision making. It allows
practitioners to analyse and experiment with systems driven by ran-
dom processes. The conclusions drawn from simulation experiments
are conditional on the input models that drive them. Typically, these
input models, represented by probability distributions or processes, are
estimated using observations collected from the real-world system us-
ing statistical methods such as maximum likelihood estimation. When
this is the case uncertainty arises in the estimated input models due
to the fact that only a finite number of observations can be collected.
This error propagates to the simulation performance measures of inter-
est; we call this error the error due to input modelling. As the amount
of input data increases the error in the input models decreases, so less
error passes to the simulation output, but they are never perfectly cor-
rect. In experiments where constraints on time and money limit the
number of observations collected from a system, the error in the input
models can be substantial. In this talk, we present recent contributions
to the field of input modelling error quantification including methods
for quantifying the variance and bias caused by input modelling. We
illustrate these methods on a model of the NHS 111 health care call
centre system.
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1- Scenarios generation for a decision aid model for
strategic facility location and tactical prepositioning of
first relief aid

Begoiia Vitoriano, Adadn Rodriguez, M. Teresa Ortuno

A model for strategic facility location and tactical resource preposi-
tioning is being developed for a multi-period stochastic problem to
manage natural disaster’s preparedness. Strategic decisions are fo-
cused on warehouses location and sizing, while tactical prepositioning
relates on yearly planning. Further, operational decisions are taken into
account in the model for different scenarios considered. The frame-
work is developing countries, considering that relief aid should be
enough to support the affected people until international relief will ar-
rive.

The model considers uncertainty on different disaster scenarios. These
scenarios will be characterized by the type of disaster, the area im-
pacted, the amount needed for general relief and for homeless people,
damage on infrastructures, etc. Besides, it must be taken into account
that they will be the input of an optimisation model, determining its
dimensions. A test case based on real data of Mozambique will be
presented.

Dynamic Lexicographical Goal Programming Optimiza-
tion in Evacuation and Commodity Distribution

M. Teresa Ortuno, Inmaculada Flores, Gregorio Tirado,
Begoiia Vitoriano

In the recent past, the huge number of natural and human-made disas-
ters and their consequences have alarmed the world population. This
paper deals with the evacuation plan and the distribution of supplies
for humanitarian aid after the occurrence of a disaster. A multicrite-
ria mixed integer model is introduced to evacuate the population from
affected to safe areas, as well as to guide the geographical location of
resources according to the needs of the evacuated population.

People from the affected areas have been classified based on their pri-
ority to be evacuated. Supplies have been classified as consumable and
non-consumable. Both people and supplies will be arriving over time
(as new people to evacuate or as donations arriving, respectively).

A Dynamic lexicographical Goal Programming Model is introduced.
The first level is concerned with determining the maximum number of
people that can be evacuated according to the parameters of the partic-
ular case at hand. The second level corresponds to minimizing the total
time required to evacuate the critical population. Finally, the third level
minimizes a weighted combination of goal deviations involving crite-
ria related to cost, time to evacuate all affected people and coverage of
basic commodities by evacuees.

Optimizing Sample Referral Networks for HIV Early In-
fant Diagnosis
Michal Tzur, Reut Noham, Dan Yamin

The AIDS epidemic, caused by HIV, continues to be a major global
public health concern, despite the substantial advances in the scien-
tific understanding of the virus, its prevention and treatment. The vast
majority of people living with HIV (PLHIV) are located in low- and
middle-income countries, with an estimated 25.5 million living in sub-
Saharan Africa. In Tanzania, there are 1.5 million PLHIV, accounting
for 5.4% of the population. During 2017, 11,000 new cases of in-
fections and 6,000 deaths among children were reported there. Early
diagnosis among infants and early initiation of treatment are essen-
tial for HIV elimination and currently takes a key role in the WHO
global targets. We introduce and analyze the sample referral design
problem based on a case study from Tanzania. The goal is to design
a supply chain network for delivering HIV test samples in an environ-
ment where performing the tests requires resources that are scarce and
costly. Using queueing theory, we present an analytical framework to
evaluate the waiting time distribution of a sample and incorporate it in
a mathematical model. The model is utilized to minimize the expected
number of infants who die from AIDS due to delays in the return of
results by restructuring the sample referral network. We demonstrate
the applicability of our model for the case of Tanzania and show that,
compared to the current strategy, an efficient design has the potential
to save the lives of 75 infants, on average, annually.

93



MD-09

EURO 2019 - Dublin

4-

Funding-Based Competition in Humanitarian Opera-
tions
Alfonso Pedraza-Martinez, Arian Aflaki

We study the optimal funding strategy of a Humanitarian Organization
(HO) in the presence of control-seeking donors. We find that a monop-
olist HO can ask for control over donations to improve its operational
efficiency. In contrast, an HO facing competition for funding has lim-
ited ability to collect non-earmarked donations. Our work contributes
to the growing body of literature on funding in humanitarian operations
management.
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Combining nonparametric efficiency measures and
parametric inference to assess technological progress
for the Brazilian agriculture

Geraldo Souza, Eliane Gomes, Eliseu Alves, José Gasques

We analyze technical progress in the Brazilian agriculture in the pe-
riod 1976-2016. Output is production value and inputs are expenses on
land, labor, and other inputs. Data Envelopment Analysis (DEA) mea-
sures are used to capture technological progress via efficiency analysis.
Filtering the data with a moving average and fractional regression we
identify four periods with distinct behavior of technical efficiency un-
der constant or decreasing returns to scale. From 1976 to 1988 and
from 1996 to 2007 technical efficiency decreases at statistically sig-
nificant rates of -1.74% and -0.26% respectively. From 1989 to 1995
and from 2008 to 2016 efficiency increases at statistically significant
rates of 1.53% and 1.75% respectively. Efficiency of input use varies
in these periods and is computed as a byproduct of the DEA analy-
sis. We observe a more efficient usage of land and other inputs. A
parametric fit using adjusted efficient inputs indicate the relative elas-
ticities of 40.5%, 38.5% and 21.0% for other inputs, land and labor,
respectively. Technological progress is constant in the first period, in-
creases at a rate of 11.0% in the second period, at 6.5% and 9.8% in
the subsequent periods. Technological inputs are statistically signifi-
cantly influential on total factor productivity as indicated by an infinite
distributed lag model. The long run elasticity effect is 39.5%. The
effect of investments (public) in agricultural research has a significant
elasticity of 0.835.

Structural change and aggregate efficiency in Lithua-
nian dairy farms: An application of the Olley-Pakes de-
composition

Tomas Balezentis, Giannis Karagiannis

In this paper, we establish a framework based on data envelopment
analysis (DEA) and Olley-Pakes decomposition to look into the pat-
terns of the aggregate efficiency along time. The proposed approach
allows identifying the major groups of decision making units contribut-
ing to the aggregate efficiency change. We also suggest identifying in-
fluential peers in order to gain more insights into possible development
strategies within a sector. The empirical application focuses on the spe-
cialist dairy farms in Lithuania. The farm-level data cover the period
of 2004-2016. The results indicate the presence of structural changes
and the resulting shifts in the aggregate productivity. Based on the re-
sults of the decomposition of the covariance term and identification of
the influential peers, the two models can be followed by Lithuanian
dairy farms, namely "pure" family farms with lower operation scale
and large farms involving hired labour.

3-

The effect of subsidies on agricultural efficiency in the
EU
Lukas Fryd, Ondrej Sokol

One of the biggest debate in the European Union is connected with the
agricultural policy and related subsidies. We focus on the evaluation of
the effect of subsidies in the agriculture business. We focus on the mi-
croeconomics panel data from the FADN agency which collects data
from a sample of EU farms. Firstly, we measure the farm’s efficiency
with data envelopment analysis. We use various financial ratios such as
liquidity ratios, profitability ratios, debt ratios, operating performance
ratios, cash flow indicator ratios, etc. Secondly, due to the reason of
hierarchical data structure, country, area, and farm size, we use a linear
mixed model to evaluate the subsidizing effect on the farm’s efficiency.

The Relationship between Corporate Social Responsi-
bility and Input- and Investment-Specific Dynamic Pro-
ductivity Change in the US Food and Beverage Manu-
facturing Industry

Magdalena Kapelko, Alfons Oude Lansink, Encarna
Guillamon-Saorin

This article examines the relationship between corporate social respon-
sibility (CSR) and the dynamic productivity change of each input em-
ployed and investment undertaken in the US food and beverage man-
ufacturing industry. Productivity change is assessed via a dynamic
production approach using Data Envelopment Analysis. We compute
input- and investment-specific dynamic Luenberger indicators and de-
compose them into the contributions of input- and investment-specific
dynamic technical inefficiency and technological changes. We then re-
late these indicators to an overall and aspect-specific CSR measures
(governance, environment, and social). The results suggest a nega-
tive relationship between the overall CSR and dynamic productivity
change for investments, due to the negative relationship between dy-
namic technical inefficiency change for investments and CSR. We also
find a negative association between overall CSR and dynamic techno-
logical change for costs, but a positive relation for dynamic technical
inefficiency change for this input. The analysis of the relations between
dynamic productivity change and individual CSR aspects show neg-
ative relations for dynamic productivity and inefficiency changes for
investments with the environmental and governance aspects of CSR.
Also, dynamic technological change for costs has a negative asso-
ciation with the governance dimension of CSR, while the social di-
mension of CSR has a positive association with dynamic inefficiency
change for costs.
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Globalized Gamma-Robustness
Christina Biising, Andreas Birmann, Frauke Liers

Adding uncertainties into the decision process is an important task. In
robust optimization, a solution is called optimal robust, if it is feasible
for a given set of scenarios and minimizes the worst-case cost accord-
ing to this scenario set. A scenario describes a certain setting or real-
ization of the uncertain parameters. However, this approach neglects
the existence of scenarios outside the scenario set. The behavior, e.g.,
the cost and feasibility, of a robust solution cannot be predicted.

In globalized robustness, introduced by Ben-Tal and Nemirovski, every
scenario is extended by a specific relief term for the cost or the imposed
constraints. This allows smoothening the behavior of the solution for a
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big and inhomogeneous scenario set. In this talk, we consider global-
ized robustness with combined polyhedral Gamma- scenarios sets and
relief terms depending on the Gamma parameter. We start by con-
sidering the complexity of such a setting for standard combinatorial
optimization problems like the shortest path problem. In a next step,
will concentrate on deriving compact linear formulations for the glob-
alized robust counterpart. The tractability of our formulations and the
quality of the obtained solutions will be tested for uncertain variants of
several combinatorial optimization problems.

Robust optimization for non-linear impact of data varia-
tion
Laurent Alfandari, Juan Carlos Espinoza Garcia

We extend the Gamma-robustness approach proposed by Bertsimas
and Sim for Linear Programs to the case of non-linear impact of pa-
rameter variation. The seminal work considered protection from in-
feasibility over the worst-case variation of coefficients in a constraint,
this variation being controlled by an uncertainty budget called Gamma.
When coefficients are non-linear functions of a parameter subject to
uncertainty, we study a piecewise linear approximation of the func-
tion, and show that the subproblem of determining the worst-case vari-
ation can still be dualized despite the discrete structure of the piecewise
linear function. We conduct numerical experiments on three different
optimization problems with binary variables: a variant of Capital Bud-
geting where one selects a portfolio of projects minimizing the total
investment subject to a given threshold on portfolio net present value
(NPV), Generalized Assignment, and Knapsack problems. We analyze
the trade-off between feasibility and objective value for the robust so-
lution of the piecewise linear approximation compared to the nominal
solution, and to a simpler binary approximation. We also investigate
the impact of the number of pieces in the piecewise approximation.
Despite this approximation, the robust solution reveals to remain feasi-
ble over the 6800 runs performed in our experiments, with an average
deterioration of the objective value of only a few percents.

Lagrangian duality for a class of two-stage robust prob-
lems

Agostinho Agra, Filipe Rodrigues, Erick Delage, Cristina
Requejo

We consider a class of min-max two-stages robust problems which in-
cludes many practical Problems, such as lot-sizing problem under de-
mand uncertainty where the production decisions are first-stage deci-
sions and the inventory variables are adjustable to the demands. By
considering a Lagrangian relaxation of the uncertainty set, we derive a
tractable approximation. We relate the resulting dual Lagrangian ap-
proach to the classical dualization approach introduced by Bertsimas
and Sim (2004) and to the exact min-max approach. Moreover, we
show that the dual Lagrangian approach coincides with the affine ap-
proximation of the uncertainty set.

The dual Lagrangian approach is applied to a lot-sizing problem
where demands are assumed to be uncertain and to belong to the
well-known budget polytope introduced by Bertsimas and Sim (2003,
2004). Computational results are reported in order to compare this ap-
proach against the exact min-max approach introduced by Bienstock
and Ozbay (2008) and the dualization approach from Bertsimas and
Thiele (2006), for a set of lot-sizing instances where additional practi-
cal aspects, such as setup costs, are considered.

Optimal robust designs for accelerated failure time
models with right censured observations

Raiil Martin-Martin, Maria Jesus Rivas-Lopez, Irene Garcia
Camacha Gutiérrez

Accelerated Failure Time (AFT) models are fairly commonly used in
the field of manufacturing, but they are more and more frequent for
modeling clinical trial data. These models are defined through the sur-
vival function of the time-to-event variable, T. This work deals with the
construction of optimal robust designs for AFT models with the pos-
sibility that the acceleration factor (AF) is misspecified when the vari-
ance of T is known and the date are assumed to be subject to censoring.
In particular, we allow the "true" (AF) to vary over a neighbourhood
of possible functions, for some unknown perturbation function. We

consider these functions lie in a contaminating space. Thus we can-
not assess the efficiency of a design through the covariance matrix of
the maximum likelihood estimator (MLE). In this case, the estimate is
subject to both "bias error" due to the inadequacy of the model, as well
as "variance error" due to sampling. We obtained the asymptotic mean
squared error matrix (MSE) of the parameter estimates for right cen-
sored observations and methods for obtaining minimax designs, based
on alphabetic criteria I- and D-optimality, are presented. In order to the
asymptotic treatment we will assume that perturbation functions are of
the order 1/root(n). Finally, a typical distribution in AFT, Log-Logistic
distribution, was considered to apply the above results.
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A uniform approach to Hélder calmness of subdifferen-
tials

Marco A. Lépez-Cerdd, Gerry Beer, Maria Josefa Cdnovas,
Juan Parra

For finite-valued convex functions defined on the Euclidean space, we
are interested in the set-valued mapping assigning to the pair formed by
a function and a point the subdifferential of the function at this point.
We present results which are uniform as they involve pairs of func-
tions which are close to each other, but not necessarily around a nom-
inal function. More precisely, we provide lower and upper estimates,
in terms of Hausdorff excesses, of the subdifferential of one of such
functions at a nominal point in terms of the subdifferential of nearby
functions in a ball centered in such a point. In particular, the property
of (1/2)-Holder calmness of our mapping is establised under natural
assumptions.

Lipschitz lower semicontinuity properties for linear in-
equality systems and their moduli

Maria Jesus Gisbert Francés, Maria Josefa Cdnovas, Rene
Henrion, Juan Parra

This talk is focussed on the Lipschitz lower semicontinuity (Lipschitz-
Isc, in brief) of the feasible set mapping for linear (finite and semi-
infinite) inequality systems in three different perturbation frameworks:
full, right-hand side (RHS), and left-hand side (LHS) perturbations.
Inspired by previous works of D. Klatte (1985,1987), we introduce the
Lipschitz lower semicontinuity-star (Lipschitz-1sc*, in brief), which
constitutes an intermediate property between the Lipschitz-1sc and the
well-known Aubin continuity. Roughly speaking, the Lipschitz lower
semicontinuity properties measure the rate of local contraction (in a
neighborhood of a given nominal solution) of the feasible set under
data perturbations, while the Aubin property deals with the rate of lo-
cal variation (contraction/expansion) of this set. We advance that all
these properties (Lipschitz-1sc, Lipschitz-lsc*, and Aubin) are equiva-
lent for the feasible set mapping when confined to the contexts of full
or RHS perturbations. Going further, one of the main contributions of
this work consists of proving that the corresponding moduli do coin-
cide. Finally, we analyze the three properties under LHS perturbations,
where notable differences arise.

Calmness and Lipschitz moduli of uncertain linear in-
equality systems with the Hausdorff metric

Maria Josefa Canovas, Rene Henrion, Marco A. Lépez-Cerda,
Juan Parra
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This talk deals with uncertain linear inequality systems whose uncer-
tainty sets are nonempty closed subsets of the n-dimensional Euclidean
space. The perturbation size of these uncertainty sets is measured by
the (extended) Hausdorff distance. The initial aim of this work was to
provide operative expressions for calmness constants, and their asso-
ciated neighborhoods, for the feasible set mapping. Having this goal
in mind, the talk introduces an appropriate indexation function which
allows us to provide our aimed calmness constants through their coun-
terparts in the setting of linear inequality systems with a fixed index set,
where a wide background exists in the literature. As a second stage,
an ongoing work about a new indexation strategy, which enables us to
tackle the computation of the Lipschitz modulus, will be presented.

4 - A Farkas lemma approach to calmness of linear inequal-
ity systems
Juan Parra, Maria Josefa Cdnovas, Nguyen Dinh, Dang Hai
Long

We deal with the feasible set mapping of linear inequality systems un-
der right-hand side perturbations. From a version of Farkas lemma for
difference of convex functions, we derive an operative relationship be-
tween calmness constants for this mapping at a nominal solution and
associated neighborhoods where such constants work. Illustrative ex-
amples are provided with the aim of showing how this approach allows
us to compute the sharp Hoffman constant in specifics situations.
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1- A bi-criteria approach to find shortest and maximally
SRLG-disjoint path pairs - computational experiments
Marta Pascoal, Jodo Climaco, José Craveirinha

In a previous work an exact method was developed to find the efficient
pairs of paths from an origin to a destination in a network with respect
to the total cost of their arcs and the number of arc labels that they
have in common. The method results from the combination of an algo-
rithm which ranks paths by order of cost, a modification of the network
that allows to compute paths which correspond to pairs of paths in the
original structure, and a test for discarding the pairs of paths which
are dominated. This method was applied to telecommunication net-
work robust routing design, involving the calculation of a primary and
a backup path between two nodes, to be used when the primary path
is unavailable due to possible failures. The objective functions of the
bi-criteria model, to be minimized, are the cost of the two paths and the
number of common Shared Risk Link Groups (SRLGs) of their arcs,
which represent the common failure risks assigned to the arcs, such
that each risk corresponds to a label. We will review the algorithm and
present computational tests for assessing its performance on logical
networks constructed over reference network topologies, considering
various distributions of random SRLG assignments.

2 - Exact solution of the Interval Min-Max Regret Knapsack
Problem
Rosario Scatamacchia, Federico Della Croce

We consider the interval min-max regret knapsack problem, a gen-
eralization of the classical 0-1 knapsack problem where the profit of
each item ranges between a minimum and a maximum value. A given
assignment of the items profit levels defines a scenario which corre-
sponds to a standard knapsack instance. The problem calls for finding
a feasible solution that minimizes the maximum regret over all possible
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scenarios, where the regret represents the difference between the opti-
mal solution value of a scenario and the value given by the selected
solution. We propose an alternative bilevel programming reformula-
tion of the problem with two agents, a leader and a follower, that op-
erate to reach different objectives. The leader first chooses a feasible
knapsack solution with the goal of minimizing the regret associated
with his decision. Then, the follower solves to optimality the knap-
sack instance corresponding to the worst-case scenario induced by the
leader’s solution. We derive a new exact approach that exploits the
structural presence of two decision levels and the expected features of
an optimal solution of the follower’s knapsack problem. Preliminary
computational tests indicate that the proposed approach is competitive
with the state-of-the-art algorithms in solving benchmark literature in-
stances. Extended results will be presented at the conference.

3 - Scheduling multiple double-load cranes in steel slab
yards
Jiyin Liu, Guodong Zhao, Lixin Tang
This paper studies a multiple double-load crane scheduling problem in
steel slab yards. Consideration of multiple cranes and their double-load
capability makes the scheduling problem more complex. This prob-
lem has not been studied previously. We first formulate the problem
as a mixed integer linear programming model. A two-phase model-
based heuristic is then proposed. To solve problems of large size, a
pointer-based discrete differential evolution algorithm is used with a
dynamic programming algorithm embedded for solving the one-crane
subproblem for a fixed sequence of tasks. Real problems instances are
collected from a steel company to test the performance of the solu-
tion methods. The experiment results show that the model can solve
small problems optimally and the optimal solution greatly improves
the schedule used in practice. The two-phase heuristic generates solu-
tions not far from optimal, but it can only solve slightly larger prob-
lems. The differential evolution algorithm can solve large practical
problems relatively quickly while its solution is better than the two-
phase heuristic solution, demonstrating that it is effective and efficient
and so suitable for practical use.
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1 - Computational geometry and the recommender prob-
lem
José Duld, Marie-Laure Bougnol
‘We approach the problem of proximity in the user-based collaborative
filtering recommender problem using computational geometry. Con-
vex hulls of the data are used to identify like-minded peers which will
be used to predict scores. We incorporate this idea in a recommenda-
tion procedure and compare the results with more conventional meth-
ods.

2 - Overlapping Community Detection based on Partioning
Around Medoids
Leonidas Pitsoulis
In this talk we will present a novel method for finding overlapping
communities in networks by detecting disjoint communities in the as-
sociated line graph through link partitioning and partitioning around
medoids. Partitioning around medoids is done by employing a dis-
tance function defined on the set of nodes of the line graph. In the
present work we consider the commute distance and amplified com-
mute distance functions as distance functions. The performance of the
proposed method is demonstrated by computational experiments on
real life instances.
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Representation and quality of the answers, identified by
digraphs, obtained in conditions of collaborative school
learning.

Patricia Balderas

The main objective of this study is to identify the representation and
quality of the answers obtained in conditions of collaborative school
learning by high school students. The students’ written answers were
the source to construct digraphs that allowed identifying the represen-
tation and the quality of the answers when they are compared with a
criterion (the response of the teacher). The analysis of the responses of
19 high school students, who worked individually guided by a learning
material and the use of advanced calculators, to the item: "Evaluate the
change that occurs in the independent variable when you move from
the position occupied by point A (-3.0) to the position of point B (-2,
-3), in the graph of the function y = x2 + 2x - 3. Explain your answer".
The quality of the discursive response of 19 participants was good be-
cause 10 of them had an index higher than 0.543, although they were
not located in the conceptual framework, due to the low conceptual
structure and low quality in correspondence with the concepts and re-
lationships contained in the criterion.
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Multiple optimal solutions and pseudo-symmetry break-
ing inequalities

Stefano Smriglio, Christopher Muir, Jim Ostrowski, Fabrizio
Rossi

Symmetric integer programs (IPs) are difficult to solve using traditional
branch-and-cut algorithms. This is mainly due to the massive amount
of identical solutions scattered in the search tree, which makes pruning
subproblems harder. Enhanced branching methods have been devel-
oped to deal with this problem which partition optimal solutions into a
(relatively) small number of sets and restrict the search to just unique
representatives of each partition. The presence of multiple equivalent
solutions is not an exclusive feature of symmetric IPs. Indeed, it typ-
ically shows up in hard instances of many combinatorial optimization
problems even when these do not have large symmetry groups. We
illustrate an attempt to extend the symmetry-exploiting paradigm to
these problems. The idea is to define pseudo-orbits, that is, groups of
variables which mimic the role of orbits in confining multiple equiv-
alent solutions and selecting some representatives. Defining pseudo-
orbits may require some ’art’, so as to benefit from the (problem-
specific) structure of equivalent solutions. We introduce the method
in the context of the classical stable set problem, which represents a
meaningful benchmark for the assessment of the approach. We exper-
iment with a family of inequalities associated with such disjunctions,
showing that these cut-off many equivalent solutions (while preserving
at least one representative) and often reduce solution times.

Computational experience with the Capacitated Facility
Location problem
Fabrizio Rossi, Pasquale Avella, Maurizio Boccia, Sara Mattia

The Capacitated Facility Location problem (CFLP) is to open a set of
facilities with capacity constraints, with the aim of satisfying at the
minimum cost the demands of a set of clients. CFLP has been widely
addressed in the literature. State of the art results have been obtained

by embedding Benders decomposition into an enumeration scheme.
Here we report on a computational experience with rank-1 disjunctive
cuts. We embed the separation procedure for disjunctive cuts into a
cut-and-branch scheme truncated at the root node. This results into a
MIP heuristic with final gaps significantly smaller than those reported
in the recent literature. We validate the approach over a set of chal-
lenging benchmark instances from the literature.

Intensity Modulated Proton Therapy by Integer Pro-
gramming

Francesca Marzi, Fabrizio Rossi, Stefano Smriglio, Filippo
Mignosi

In the context of radiotherapy, Intensity Modulated Proton Therapy
(IMPT) represents a state of the art method in terms of dose delivery.
Planning IMPT amounts to decide the intensity, energy and position
of beams in order to obtain the best compromise between the reach-
ing of the prescribed dose on the target volumes (including tumors)
and the sparing of dose in general and in critical organs. In practice,
experts manually select a limited number of fields (or directions from
which the beams are shooted), generally up to six typically three, and
either optimise each field independently (single-field optimisation) or
simultaneously (multi-field optimisation, MFO). Experts often make
use of tools embedding MonteCarlo or analytical methods and optimi-
sation algorithms, such as simulated annealing which take into account
propagation patterns of radiation in tissues. We show that a simplified
version of the problem belongs to the class NPOPTAS if NP not equal
to P. Moreover, the proof of this result indicates that the hardness of
an instance seems to increase with the number of unconnected target
volumes. We then develop Mixed Integer Linear Programming models
related to the Maximum Feasible Subsystem (MAX-FS) problem and
experiment with them on a set of clinical data. We discuss different
objective functions and show that this method allows for a significant
increase of the number of fields in MFO and also for an automatic
selections of fields, w