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1 - From Game Theory to Graph Theory: A Bilevel Jour-

ney
Ivana Ljubic

In bilevel optimization there are two decision makers, commonly de-
noted as the leader and the follower, and decisions are made in a hier-
archical manner: the leader makes the first move, and then the follower
reacts optimally to the leader’s action. It is assumed that the leader can
anticipate the decisions of the follower, hence the leader optimization
task is a nested optimization problem that takes into consideration the
follower’s response.

In this talk we focus on new branch-and-cut (B&C) algorithms for
dealing with mixed-integer bilevel linear programs (MIBLPs). We first
address a general case in which intersection cuts are used to cut off in-
feasible solutions. We then focus on a subfamily of MIBLPs in which
the leader and the follower share a set of items, and the leader can
select some of the items to inhibit their usage by the follower. In-
terdiction Problems, Blocker Problems, Critical Node/Edge Detection
Problems are some examples of optimization problems that satisfy the
later condition. We show that, in case the follower subproblem satisfies
monotonicity property, a family of "interdiction-cuts" can be derived
resulting in a more efficient B&C scheme.

These new B&C algorithms consistently outperform (often by a large
margin) alternative state-of-the-art methods from the literature, includ-
ing methods that exploit problem specific information for special in-
stance classes.

1-

Frequency and Vehicle Capacity Determination using
a Dynamic Transit Assighment Model
Oded Cats

The determination of frequencies and vehicle capacities is a crucial
tactical decision when planning public transport services. All meth-
ods developed so far use static assignment approaches which assume
average and perfectly reliable supply conditions. The objective of this
study is to determine frequency and vehicle capacity at the network-
level while accounting for the impact of service variations on users
and operator costs. To this end, we propose a simulation-based op-
timization approach. Model formulation allows for minimizing user
costs, operational costs or the combination of which by using simu-
lated annealing as the search method in combination with a dynamic
transit assignment simulation model.

The iterative model framework consists of three modules:

(i) a dynamic public transport operations and assignment tool, Bus-
Mezzo, that considers the interaction between demand and supply and
its potential impacts on service reliability. The assignment model in-
volves an iterative network loading procedure which yield network-
wide steady-state conditions which can be seen as an equivalent to the
congested user equilibrium in conventional static assignment models.
The model captured the following congestion effects: (1) Deteriorating
comfort on-board a crowded vehicle, (2) denied boarding in case of in-
sufficient vehicle capacity, (3) service headway fluctuations resulting
from riding and dwell time variations;

(ii) evaluating the performance of alternative solutions by transforming
the outputs of the assignment model into a transport user and operator
cost function. The former is based on value of time coefficients for
each passenger travel time component and the latter consists of fixed
and variable costs, and;

(iii) a search algorithm that selects potential solutions using the meta-
heuristic of simulated annealing, a probabilistic metaheuristic to find
the global optimum in large search spaces. A neighbour of a specific
solution is generated by altering either the headway or the vehicle ca-
pacity of a selected line while keeping all other variables unchanged
and satisfying the feasibility constraints.

The overall model allows accounting for variations in service relia-
bility and crowding that have not been accounted for in the tactical
planning insofar. Practical benefits of the model are demonstrated by
an application to a bus network in the Amsterdam metropolitan area
for different demand periods, flexibility in decision variable settings
and optimization objectives. Results indicate that the current situa-
tion in the regarded network can be improved by changing the supply
provision in terms of frequencies and vehicle capacities. This study
contributes to the development of a new generation of methods that
integrate reliability into the tactical planning phase.

Controlling the propagation of passenger disruption
impacts in multi-level public transport networks
Menno Yap, Oded Cats

Relevance The passenger impact of a disruption on the train network
can propagate over the multi-level public transport (PT) network, via
the transfer hub to the urban PT network. Hence, an optimal hold-
ing control decision for urban services at the transfer location should
account for the impact of a disruption on another PT network level.

Modelling framework We first quantify the passenger impacts of dis-
ruption propagation resulting from an exogenous train network disrup-
tion to the urban PT network level. Thereafter, we develop a rule-
based controller for holding urban PT services while taking into ac-
count predicted passenger delays and rerouting from the train network
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level caused by the train network disruption. This means that in this
study a control decision is triggered by services which are not subject
to this same control decision.

Scenario design We quantify the total passenger welfare for three dif-
ferent scenarios, expressed as the generalized travel time over all pas-
sengers: -Scenario 1: undisrupted train network; no urban control in-
tervention; -Scenario 2: train network disruption; no urban control in-
tervention; -Scenario 3: train network disruption; urban control inter-
vention.

Control problem description The applied control strategy entails the
decision whether to hold urban PT runs at multi-level transfer stops for
a certain holding time in case a disruption occurs on the train network.
The predicted welfare impacts on four different passenger segments
are incorporated in this holding decision: (i) Upstream boarding and
downstream alighting (through) passengers; (ii) Downstream boarding
passengers; (iii) Reverse downstream boarding passengers; (iv) Trans-
ferring passengers at holding location.

A passenger-oriented decision rule is applied for the controller, where
predicted costs of the control decision are deducted from the predicted
control benefits for all passenger segments, aimed at minimizing pas-
senger travel costs on the urban network.

Holding results in a direct extension of in-vehicle time at the hold-
ing stop of passengers who board upstream the holding location and
alight downstream the holding location, and a waiting time extension
for downstream boarding passengers, corrected for turnaround buffer
time for reverse downstream boarding passengers. Besides, holding re-
duces waiting time for passengers transferring at the holding location,
compared to having to wait for the next service. The holding strategy
also affects the different passenger segments in terms of perceived in-
vehicle time due to changed crowding levels. Due to the non-linear
nature of perceived in-vehicle time as function of crowding, we quan-
tify crowding effects over all passenger segments simultaneously.

Application We apply our methodology to the multi-level PT network
of The Hague, the Netherlands. BusMezzo, an agent-based dynamic
simulation model for PT operations and passenger assignment, is used
as evaluation tool.

Flexible Bus Lines designed for unusual situations
Elina Avila, Chris M.J. Tampére, Pablo Vanegas, Pieter
Vansteenwegen

During the operation of a bus service, unusual situations, where de-
mand and congestion increase, frequently occur. Therefore, there is
a clear need for a timely response in order to keep the service level
provided to passengers under control.

Operators tend to respond to high congestion levels or even road clo-
sures, designing, manually, alternative routes for bus lines in order to
avoid the area and therefore reduce travel times. Sometimes, these so-
lutions are accompanied by an adjustment of the frequencies of lines
going towards the congestion area in order to increase the offer and to
serve the increased number of passengers towards this area.

This practice can be improved if the lines that should avoid the con-
gested area are identified automatically, together with the lines whose
routes must cross the area, but that might use a better route. In addi-
tion, if known which origins and destinations now have a higher de-
mand, it is also possible to evaluate changes in the routes that would
offer a faster service for this new demand. These changes can modify
the route of a line within and outside the congested area, as long as the
change makes it faster for passengers to reach their final destination.

It is desirable that the new routes are designed based on small changes
to the usual routes, so that the understanding of the line plan remains
easy and intuitive for the regular passengers. Having flexible lines like
these, the total travel time is improved by incorporating a small num-
ber of the best possible changes to the current routes. The selection
and design of the new routes for the lines are made by comparing the
usual line plan with a near optimal line plan designed specifically for
the unusual situation.

For this purpose, a genetic algorithm has been designed that, based on
a set of input parameters that describe a particular situation, evolves
populations of individuals in order to look for the best possible line
plan for the (new) situation. The line plan designed with the use of
the genetic algorithm is compared with the usual line plan to know the
similarities and differences between these solutions. In this way, a set
of potential flexible lines is identified. The method has been tested in
a small benchmark instance and a real network based on the city of
Cuenca with 272 bus stops and 58 bus lines. Preliminary experiments
have shown that flexible lines allow to improve the service during un-
usual situations, without making too much changes for the regular pas-
sengers.

4 - Bus operation modeling to compare conventional
and semi-autonomous buses in serving flexible de-
mand
Wei Zhang, Erik Jenelius, Hugo Badia

The development of autonomous driving technology potentially en-
ables a better public transport service. While there are a bunch of stud-
ies about the implementation of fully autonomous (Level-5 automa-
tion) taxies and trials on driverless buses, the applicability of semi-
autonomous buses has not been adequately explored yet. In our study,
semi-autonomous buses belong to the Level-4 automation, and bene-
fit from labor saving when they form bus platoon(s). The generalized
cost is modeled as the sum of waiting cost, riding cost, operating cost
and capital cost. The discomfort factor is considered in the value of
in-vehicle time. Due to reasons such as road geometry and techni-
cal concerns, the size (seats plus standees) of buses is restricted to a
certain threshold. Thus, the problem is formulated as a constrained op-
timization problem, where the objective is to minimize the generalized
cost and the decision variables are the bus size and the service head-
way. The difference between conventional buses and semi-autonomous
buses lies in the capital cost and operating cost. It is assumed that
semi-autonomous buses cost more than conventional buses for the re-
quirement of extra modules (e.g., controllers and sensors), while semi-
autonomous bus platoons experience a reduction of drivers’ cost in the
platoon followers. For conventional bus service, only headways are
adjusted during peak and off-peak hours, whereas semi-autonomous
bus service can also change the capacity (by adding more buses to the
platoon) without introducing extraordinary additional operating cost.
The calculation result shows that the performance of semi-autonomous
buses relies on several parameters. The main aspect is the demand,
which includes the peak/off-peak demand levels and the relative length
of each period. Moreover, the variations of capacity threshold, addi-
tional capital cost coefficient and reduction in operating cost of semi-
autonomous bus also alter the total costs. When the bus capacity is
restricted to 100 passengers and the additional capital cost is 20%, the
savings by semi-autonomous buses can be up to 1600 SEK/hour, given
a 67% reduction in the operating cost of platoon followers and large
peak/off-peak demands. The decrease of the capacity restriction favors
the application of semi-autonomous buses. By conducting sensitivity
analysis, the scenarios where conventional buses or semi-autonomous
buses are preferred are identified. Although it needs further investi-
gation on the comparison between semi-autonomous buses and other
transport modes, semi-autonomous bus is likely to be more ready to
use than trains when a large number of passengers need to be deliv-
ered.
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1 - Planning of out-of-hours service for pharmacies re-
specting emergency practices
Christina Biising, Timo Gersing, Arie Koster

The supply of pharmaceuticals is one important factor in a functioning
health care system. In the German health care system, the chambers
of pharmacists are legally obliged to ensure that every citizen can find
an open pharmacy at any day and night time within an appropriate dis-
tance. To that end, the chambers of pharmacists cerate out-of-hours
plans for a whole year in which every pharmacy has to take over some
24 hours shifts. These shifts are important for a reliable supply of phar-
maceuticals in the case of an emergency. From a pharmaceutical per-
spective these shifts are however unprofitable and stressful. Therefore,
an efficient planning that meets the needs of the citizens and reduces
the load of shifts on the pharmacists is crucial.

An important group of customers using the out-of-hours service are
emergency patients. Normally, they fist consult a physician before go-
ing to a pharmacy. The planning of the out-of-hours service currently
does not guarantee that an emergency practice has an opened out-of-
hours pharmacy in its vicinity. In this talk, we present a basic model
that reflects the real world planning and extends it with different ap-
proaches for the integration of emergency practices. We compare the
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obtained out-of-hours plans regarding the reachability of out-of-hours
pharmacies from emergency practices based on different measuring
methods. Finally, we analyze the extra load of shifts on a few pharma-
cies due to the improved supply around emergency practices.

Ambulance dispatching and relocation using a time-
preparedness metric
Inés Marques, Ana Sofia Carvalho, Maria Eugénia Captivo

Emergency Medical Services (EMSs) have a significant impact in the
health status of the population. These services are the first health care
providers to arrive in an emergency situation, and they are perceived
as an external sleeve of hospital’s urgency service. Instead of waiting
the arrival of the patient, the urgency service reaches the patient in a
shorter time using several vehicles (e.g. ambulances) from the EMS,
thus being able to provide faster medical assistance and to avoid harm-
ful results in the involved victims’ or patients’ health. Ambulances
must be strategically positioned to provide a good system’s coverage
allowing to provide fast assistance in an emergency and to fulfil short
maximum response times. Moreover, the decision on which ambulance
to dispatch to a given emergency situation must consider system’s sus-
tainability or the ability to answer future emergency requests. This
work focuses on ambulances’ action to respond to urgent emergency
requests. The decision-making process plays a very important role to
help EMS managers in strategic, tactical and operational decisions. We
focus on the operational level by handling the ambulance dispatching
and relocation problems. Ambulance dispatching decisions assign am-
bulances to emergencies and the relocation problem decides to which
base available ambulances are (re)assigned. An effective and efficient
EMS response is needed, so it is essential to have an optimized sys-
tem. We propose a mathematical model and a pilot-method heuristic
with an integrated optimization approach for the dispatching and relo-
cation problems. To evaluate system’s coverage, a time-preparedness
metric is considered and calculated for a fleet of available ambulances
at each time period. The main goal is to ensure the sustainability of
the system, i.e. a good system’s preparedness for emergencies on the
current period and in the future. It is of maximum importance not
to have current uncovered emergencies and to provide a good service
level within the maximum response time. Experiments are performed
to test different dispatching policies and relocation rules. EMS data
from Lisbon, Portugal, is used to test these methods and to validate the
effectiveness and efficiency of the proposed approaches.

Break assignment problem considering area cover-
age (BAPCAC)

Marin Lujak, Alvaro Garcia-Sanchez, Miguel Ortega-Mier,
Holger Billhardt

The quality of service and efficiency of labour utilization in vehicle
fleets that respond to emergencies in life-threatening situations (such as
police, firefighters, and emergency medical services (EMS)) depends,
among other things, on the efficiency of work break scheduling. The
workload of vehicle crews within such fleets usually cannot be fore-
casted with certainty and its urgency requires an immediate response.
To guarantee efficient and timely emergency assistance, a minimum
number of stand-by vehicles with in-vehicle emergency crews must al-
ways be available to cover each area of interest, i.e., to assist a probable
incident within a predefined maximum delay in the arrival. This can
be done by dynamically transferring stand-by vehicles to (time- and
area- dependent) locations that maximize the coverage of a region of
interest in each time period. These locations can be a set of strategi-
cally positioned depots, parking lots, terminals, garages, and similar.
However, prolonged focused work periods decrease efficiency as the
brain uses up oxygen and glucose, leaving one feeling drained with
related decline of attention and performance. Therefore, break sched-
ule in this case should consider both area coverage and minimum legal
requirements for breaks to avoid fatigue. Since this problem has not
been considered in the literature, in this paper, we propose and formu-
late break assignment problem considering area coverage (BAPCAC)
and give a mathematical programming model for this problem. Based
on the historical intervention data and service requirements, the model
coordinates the vehicles’ break times in relation to the coverage of
forecasted incidents in each time period and thus serves for decisions
about the fleet’s break assignment strategy based on the fleet’s size
(long and short break scheduling and when to call vehicles on break
back to duty). Moreover, the model computes the best locations for
idle vehicles in each time period and arranges vehicles’ crews’ work
breaks considering legal requirements and coverage of incident densi-
ties within the region. The objective is an efficient emergency vehicle
fleet coordination based on historical data in order to increase both the
quality of service of emergency fleets as well as the well-being of the
vehicles’ crew members while reducing their absenteeism due to fa-
tigue and related costs. We analyze the complexity of the proposed
model and show its performance on a simple use-case.

4-

Cyclic Shift Scheduling With On-Call Duties for Emer-
gency Medical Services
Pia Mareike Steenweg, Tristan Becker, Brigitte Werners

In emergency medical services (EMS), the workforce is one of the
most expensive resources. Attracting well-qualified personnel is be-
coming increasingly difficult. Therefore, it is important to take into
account employee satisfaction in shift planning. Important preferences
include the long-term predictability, off-duty weekends and the avoid-
ance of undesirable shift sequences. Additionally, cyclical shift mod-
els can reduce the effort required for operational scheduling. In con-
tinuous operations with two daily shifts, the allowable and desirable
shift sequences (stints) are strongly limited by legal and practical con-
straints. This work presents new integer programming formulations for
cyclic shift scheduling using a stint-based modeling approach. Only
stints that comply with the practical constraints and preferences are
permitted. To hedge against unpredictable absence of paramedics, on-
call duties are integrated in the scheduling process and model formula-
tions. Focusing on the cyclical schedules, which are symmetric across
shift groups, the problem complexity is greatly reduced and person-
nel are equally treated. Our symmetric model with on-call duties can
be solved to optimality for reasonably large problem instances. The
model formulations have been applied to the case of a large German
ambulance service. The optimal shift schedule derived by our model is
successfully implemented since January 2018. The benefits of the new
shift scheduling convinced all stakeholders and satisfy their interests.
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Simultaneous Planning for Disaster Road Clearance
and Distribution of Relief Goods: A basic model and
an exact solution method

Denis Olschok, Alf Kimms, Dirk Briskorn

In recent years more and more natural and man-made disasters oc-
curred. Additionally, the amount of people affected by disasters is
increasing. Not least because of this it is of great importance to ar-
range the relief operations efficiently in order to alleviate the suffering
of the disaster victims. Immediately after the occurrence of a disaster
there is an urgent need for delivery of relief goods to demand points
and affected regions, respectively. Due to blocked or damaged roads
by disaster debris some demand points may be cut-off in the road net-
work and therefore the delivery of relief goods is hampered. This study
investigates the basic problem of simultaneously detecting roads to un-
block in order to make demand points accessible and determining spe-
cific deliveries of relief goods in order to satisfy the demands up to their
individual due dates. A mixed-integer programming model is proposed
to solve this problem. Moreover, an exact solution method based on a
branch-and-bound approach is developed and a computational study is
conducted.

Delivery robots, a transport innovation for the last
mile
Stefan Schaudt

The increasing growth rate of Courier Express Parcel (CEP) markets
is a major challenge for the logistic industry worldwide. New inno-
vative approaches and solutions are needed. For densely populated
areas, so-called delivery robots are a promising solution. They drive
autonomously on sidewalks or crosswalks, and have the size of a mov-
ing box with a small capacity inside. In the past few years, many
startups were founded building these robots and tested them all over
the world. We focus on the optimization of parcel delivery with au-
tonomous robots. Assume are given a set of customers, robots and
depots. Each robot has a capacity of one and each customer has or-
dered one parcel. An arrival due window is chosen by the customer in
advance. The goal is to create a schedule involving robots and parcels
such that the arrival time of each parcel is closest as possible to the
chosen due window. One may distinguish the cases in which the as-
signment between robots and depots is fixed or flexible. If it is flexible,
the robot can be reassigned after each delivery. In the case of a fixed
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assignment this problem can be transformed into a earliness and tardi-
ness scheduling problem with unrelated parallel machines and machine
dependent distinct due windows. The processing time of a job can be
seen as the transport time from a depot to a customer and back plus
some additional time for loading and unloading the robot. This prob-
lem is NP-hard since the weighted single machine scheduling prob-
lem with earliness and tardiness penalties and a common due date is
already NP-hard. However, both problems can be represented by an
integer programming formulation and solved to optimality. Solution
finding can be improved by Lagrangian relaxation and Column gener-
ation. For large instances, even simple local search methods achieve
good results.

Routing a truck and a drone in disaster relief
Alena Otto, Bruce Golden, Stefan Poikonen

In the aftermath of disasters, some roads may become impassible.
Clouds and trees may obscure the view of the satellites, so that the
state of the roads remains unknown for prolonged time. In this situa-
tion, drones may assist trucks in delivering medicine, food, and further
necessity supplies to the population in the impacted area. For instance,
a drone may investigate the passability of some important roads and
take over some deliveries.

In this talk, we discuss delivery strategies for a truck and a drone with
respect to the average makespan. We present some worst-case analysis
of several intuitive algorithms, propose customized heuristic methods
and illustrate their performance in elaborate simulation experiments.

Modelling variants of open and closed multiple de-
pot capacitated arc routing problems for print media
distribution with location issues

Thomas Hildebrandt

The introduction of the minimum wage for print media deliveries in
Germany in 2015 resulted in a change in the remuneration system. The
remuneration of the deliverers is no longer due to the number of print
media delivered, but based on the required delivery time for the entire
delivery. This represents a change from piece wage to time-based pay.
Since the concrete tour of the deliverer is related to the required deliv-
ery time, distribution companies of print media and labor unions now
have an increased interest in the concrete design of the tours and the
corresponding remuneration. Because the demands are supplied along
the streets and the different deliverers start their tours at several depots
as well as restrictions to working time and loading capacity appear, the
routing corresponds to an arc-oriented routing problem called multi-
depot capacitated arc routing problem (MD-CARP). The MD-CARP
generalises the well-known capacitated arc routing problem (CARP)
by extending the single depot network to a multi-depot network. The
CARP consists of designing a set of vehicle trips, so that each vehi-
cle starts and ends at the single depot. The MD-CARP involves the
assignment of edges, which have to be served, to depots and the de-
termination of vehicle trips for each depot. While the locations of the
depots are defined for the MD-CARP, they are determined by the lo-
cation arc routing problem (LARP) as part of the optimization. Since
print media distribution can be done with closed and open tours and the
locations of the corresponding depots are related to the delivery time
of each trip, this research focuses on extensions of the MD-CARP and
LARP for print media deliveries. In this talk, basic delivery concepts
and specific characteristics of print media deliveries in Germany are
considered. Especially location aspects of the depots or the storage lo-
cations of the print media as well as routing with open and closed tours
with capacity restrictions are taken into account. Therefore new MIP
models are presented and computational results on benchmark test in-
stances are shown.
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A variation of 2- and 3-dimensional knapsack prob-
lems in wood industry

Anja Fischer, Willy Hesselbach, Lisa Thom

In this talk we consider an application from wood industry. Given
some (potentially curved) tree trunk our goal is to cut boards of given
sizes such that the total profit of the boards is maximized. In contrast to
classic knapsack problems the value of a board does not only depend
on its type and size but also on its position. For instance, if a board
contains parts of the pith, it is less valuable. Because of these position-
dependencies we propose to discretize the trunk into small cubes. So
we derive a binary integer program for our problem with packing con-
straints. Unfortunately it might not be possible to use our solution in
practice because it may violate the guillotine property. Indeed using
a saw, each cut through some wooden part is a straight line crossing
that part from one side to the other, dividing it into two parts. We
show how one can extend our model such that sawability is ensured
by appropriate constraints, which are successively added during the
solution process. Apart from the three-dimensional problem, we con-
sider a two-dimensional special case for straight trunks as well, where
the length of the boards and their position in one dimension are fixed.
Finally, we present some first computational results.

A Real-World Bin Packing Variant
Katrin HeBler, Timo Gschwind, Stefan Irnich, Tobias Kreiter,
Ulrich Pferschy

We consider an industrial packing problem where the trucks are the
containers and the products to distribute are the items. The packing is
constrained by two independent quantities, weight and volume (mea-
sured e.g. in kg and number of pallets, respectively). Additionally,
the products are grouped into three categories: standard, cooled, and
frozen. All three product types can be transported in one truck in sepa-
rated zones, but the cost of a truck depends on the transported product
types. Refrigerated trucks are more expensive than standard trucks
and costs are even higher if frozen products are transported. Moreover,
product splitting should be avoided so that (un-)loading is simplified.
Overall, we are looking for a feasible packing optimizing the follow-
ing objective functions in a strictly lexicographic sense: (1) minimize
the total number of trucks; (2) minimize the number of refrigerated
trucks; (3) minimize the number of refrigerated trucks which contain
frozen products; (4) minimize the number of refrigerated trucks which
also transport standard products; (5) minimize product splitting. This
is a real-world application of a bin packing problem with cardinality
constraints a.k.a. the two-dimensional vector packing problem, with
additional constraints. Our solution method for all five stages is based
on the branch-and-price algorithm proposed by HeBler et al. [HeBler,
K., Gschwind, T., and Irnich, S. (2017). Stabilized branch-and-price
algorithms for vector packing problems. Technical Report LM-2017-
04, Chair of Logistics Management, Gutenberg School of Manage-
ment and Economics, Johannes Gutenberg University Mainz, Mainz,
Germany]. Computational results on real-world instances prove the
applicability of our approach.

Beautification of City Models based on Mixed Integer
Linear Programming
Steffen Goebbels, Regina Pohle-Frohlich

In cadastral data, buildings often are represented by their 2D footprints.
However, 3D models of buildings are better suited for visualization,
simulation, planning and taxation purposes. A standard approach to
creating such 3D models is to combine 2D footprints with sparse air-
borne laser scanning point clouds. Within a footprint, data-driven al-
gorithms fit plane segments with the points and combine segments to
watertight roof models. Unfortunately, low resolution laser scanning
data lead to noisy boundary structures that have to be straightened.
We propose a mixed integer linear program that rectifies directions of
such boundary edges according to directions of edges of the cadastral
footprint. Under certain restrictions to ensure consistency and preci-
sion of the models, the goal is to establish as much parallel edges and
right angles between edges as possible. We solve such a combinatorial
optimization problem separately for all connected components of the
planar graph that represents polygonal boundaries of roof facets. The
proposed method is applicable within the generation of large scale 3D
city models.

Combinatorial Lower Bounds for the Double-Row Fa-
cility Layout Problem

Mirko Dahlbeck, Anja Fischer, Frank Fischer, Philipp
Hungerlédnder

The NP-hard Double-Row Facility Layout Problem (DRFLP) con-
sists of a set of departments and pairwise transport weights between
them and asks for a non-overlapping arrangement of the departments
along both sides of a common path such that the weighted sum of the
center-to-center distances between the departments is minimized. We
present combinatorial lower bounds for the DRFLP, which can be com-
puted very fast. These bounds generalize the star inequalities of the
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Minimum Linear Arrangement Problem and use an approximation al-
gorithm for the Parallel Identical Machine Scheduling Problem with
Minimum Weighted Completion Time. Based on these combinatorial
lower bounds we introduce a new distance-based integer linear pro-
gramming model, which allows computing even stronger lower bounds
via branch and cut within a short time limit. Furthermore, we extend
this model to a formulation for the DRFLP. The NP-hard Single-Row
Facility Layout Problem (SRFLP) deals with a similar question as the
DRFLP but the departments are arranged at only one row. We indicate
the relation between the objective values of optimal single-row and
optimal double-row layouts and show how to exploit this for a new
DRFLP heuristic based on SRFLP solutions. We compare the combi-
natorial lower bounds with lower bounds received via branch and cut
within a given time limit for DRFLP formulations from the literature.
Upper bounds are received via our new heuristic.
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New Developments in the SAS Optimization Products
Philipp Christophel

We present new developments in SAS/OR and SAS Optimization for
Viya. The talk will focus on mixed integer programming related top-
ics and will include improvements to modeling and the decomposition
algorithm.

Recent Improvements in IBM ILOG CPLEX Optimizer
Bo Jensen

This talk will cover the latest developments in the CPLEX Optimizer.
We will present some of the new features and algorithmic techniques
recently added to CPLEX and provide benchmark results to assess the
performance improvements achieved in the latest CPLEX version.

Gurobi 8.0 - What’s new
Michael Winkler

We will give an overview on new features and improvements in the
current Gurobi release. In particular, we focus on the new Cloud and
Compute Server enhancements and present our newest performance
improvements.

Recent developments in the FICO Xpress-Optimizer
Timo Berthold

‘We will present what is new in the linear, mixed integer and non-linear
programming solvers within the FICO Xpress Optimization Suite.

This includes a presentation of LP Folding which is a way to exploit
symmetries in linear programming problems. It uses a structure called
equitable partitions, which can be seen as a generalization of model
symmetry in MIP solving. An equitable partition subdivides the prob-
lem such that for each block in the partitioned problem, all the bounds
and costs are the same, and all row and column coefficients add up to
the same value.

LP Folding can significantly reduce the size of the problem to be solved
and thereby speed up the solution process. It can be used with all three
major LP algorithms: primal simplex, dual simplex and barrier.
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Auction mechanisms for electricity markets
Martin Starnberger

Power is traded in Europe within and across different regions and coun-
tries on multiple markets with different time horizons. Examples for
such markets are the day-ahead market, the intraday market, and re-
serve markets. In the day-ahead market and the intraday market sellers
and buyers can agree on the delivery of power for the next and the
current day. The market participants are typically production and dis-
tribution companies and large consumers. In reserve markets, reserve
power is offered to system operators in order to cope with imbalances
on the power grid. Reserve markets differ by activation time of the
reserve power, which includes automatic activation within seconds or
manual activation. With the advent of electricity generation by wind
and solar power the demand for reserve power is growing and the role
of these auctions becomes increasingly important.

Market mechanisms consist of an allocation problem and a pricing
problem and receive the bids of the buyers and sellers as input. The
bids contain information about the bidding price and the volume that
is requested or offered. Given the bids, the market mechanisms deter-
mine which bids are accepted to which amount and the value of the
market prices. A common goal for the mechanisms is to optimize the
welfare of the market participants but also other objectives are used in
practice. The prices are typically the clearing prices for a region and
period or the bidding prices.

Market participants in electricity markets face complex physical con-
straints that limit the set of feasible allocations. For instance, a power
plant often cannot be started up and shut down from one period to the
next. Thus, ramping constraints and block orders that model the depen-
dencies between multiple periods have to be taken into consideration.
These and other physical constraints create the need for complex bid-
ding languages that support combinatorial bids, which leads to mixed
integer problems.

The representation of the power grid is another important factor in the
design of auction mechanisms for electricity markets. A sound math-
ematical model of the grid is needed to ensure that flows induced by
trades satisfy all the physical limitations of the grid. However, since
Kirchhoff’s circuit laws introduce non-convex constraints they often
cannot be considered directly in the auction mechanisms. Instead, the
power flow is usually expressed in form of linear models. The selec-
tion of a suitable model is crucial as it influences the outcomes of the
auction mechanisms and prevents physically infeasible allocations.

N-SIDE is developing auction mechanisms for transnational and local
energy markets. Among the mechanisms developed by N-SIDE is the
coupling algorithm for the European day-ahead market, which is used
to determine the spot prices and volumes for 23 European countries.
We will provide a brief introduction into some of these mechanisms
and discuss the role of Operations Research in their design.

Planning football world cup commercials for TF1, the
largest tv channel in France
Julien Darlay, Tiphaine Rougerie

TF1 is a major media group in Europe and the leading television group
in France, with almost 20 % audience share and 45 % of the TV ad-
vertising market. Television ads slots are marketed according to the
estimated viewing audience. Every month, the main channels open
their reservation planning for a period of 60 days. Advertising com-
panies then send their requests to channels. One or two weeks after
TF1 returns its acceptance decision for each request. TF1 optimizes
its decisions to globally maximize its revenue while satisfying packing
constraints and mutual exclusions of competing products in each com-
mercial break. Sports events can attract many viewers (as an example,
the 2006 world cup final represented 80% of the market share) and
are massively requested by advertising companies. During the foot-
ball world cup TF1 sells commercial breaks in packages. A package
is composed of a given number of breaks in different matches, for in-
stance 3 breaks distributed as follows: one during France-Australia,
one break in Russia - Saudi Arabia or in Germany - Mexico and one
last break in another group of matches. TF1 then decides to accept
or decline each request but can also make a counter-proposal for an
equivalent package or exchange a match in a package with another in
the same group. These decisions are optimized to maximize the rev-
enue of TF1 while satisfying packing constraints, mutual exclusions
between competing products but also equity between advertisers, bud-
get constraints, priorities and so on. This talk presents the mathemati-
cal model designed to solve this combinatorial problem for TF1 using
LocalSolver.
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A maturity model for the classification of real-world
applications of data analytics in the manufacturing
environment

Thomas Pschybilla, Daniel Baumann, Wolf Wenger, Dirk
Wagner, Stephan Manz, Thomas Bauernhansl

With the progressing digitalization in manufacturing continuously in-
creasing amounts of data are being generated. This opens up various
possibilities to utilize these data to improve production processes by
supporting decision-making. The field of data analytics plays an im-
portant role in this context. Data analytics advances the acquisition of
knowledge from data and, thus, decision-making in manufacturing and
related processes such as maintenance.

Even if the importance of data analytics in the manufacturing context
is undisputed, manufacturing companies are still in the early stages
of the implementation and also predominantly use backward-looking
types of data analytics. Identifying the current status of data analyt-
ics in the manufacturing environment reveals potential in this area and
builds the basis for future developments.

This paper presents a theory-driven maturity model for the classifica-
tion of data analytics use cases in the context of data utilization for
analytics in manufacturing. Furthermore, the model aims to offer a
subcategorization of the vast and complex topic of data analytics for
manufacturing purposes. Different types like descriptive, predictive
and prescriptive data analytics are integrated into the model. Up to
the level of predictive data analytics, data-driven approaches like data
mining play a major role. The potential of decision support beyond
predictive data analytics can be achieved through the integration of pre-
scriptive data analytics and the combination of data-driven and model-
driven approaches. By its very nature, model-driven approaches need
a model of the analyzed problem beforehand. The knowledge derived
from data analytics allows for enhancing model-driven approaches by
using its insights as input, e.g. for the implementation of specific oper-
ations research models and methods. Based on this differentiation, the
stages of the maturity model are derived.

The model is verified using the example of predictive maintenance in
the laser application of TRUMPF GmbH & Co. KG. With TRUMPF
Condition Monitoring, both algorithms and service experts monitor the
conditions of customer laser devices for the purpose of reducing un-
planned downtime and thus increasing availability and productivity of
connected laser systems. If a laser is at risk of malfunction, e.g. due to
a decreasing cooling water level or due to a polluted filter, a warning is
given proactively.

The use case for Condition Monitoring of connected lasers in the man-
ufacturing environment is examined and classified in the developed
model. The major potential of predictive data analytics is highlighted
and first ideas towards prescriptive data analytics are presented. How-
ever, the use case also emphasizes the importance of human experience
and interaction, factors that still play a significant role in the process
of generating knowledge and deriving decisions.

Employee shift rostering optimization with OptaPlan-
ner’s metaheuristics
Geoffrey De Smet

Any manager of nurses, guards, assembly line workers or any other
type of employees that don’t work 9 to 5 will agree: shift rostering
is difficult - and time consuming. Holidays affect the schedule, em-
ployees take PTO (or call in sick) and staffing requirements change
regularly. Meanwhile the schedule must adhere to labor laws, without
incurring extra staffing costs. At the same time, it should also fulfill
employee requests, treating all employees fairly.

In this session, the lead and founder of OptaPlanner will explain
the design and architecture of optashift-employee-rostering, an open
source web application to assign employees to shifts under various
constraints. He’ll also explain the technical nuances of hard and soft
constraints, incremental score calculation and continuous planning.

OptaPlanner is an open source constraint solver in Java that is used
across the globe by governments, nonprofits and companies ranging
from startups to Fortune 500 companies.
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Design and Optimization for Additive Manufacturing
of Cellular Structures using Linear Optimization
Christian Reintjes, Michael Hartisch, Ulf Lorenz

The rapid development of Additive Manufacturing (AM) enables a
high geometrical freedom for the production of lightweight cellular
structures. Through the newly gained possibilities in individualiza-
tion and complexity in the areas of design and construction, optimiza-
tion and generation of the initial design becomes even more impor-
tant.We discuss a mixed-integer linear program (MIP) to generate a
three-dimensional construction of cellular structures for a static case of
loading. Additionally, based on the optimized structures, an automated
construction in a CAD system allowing a numerically simulation of
nonlinear material behaviour is presented. The model is planned as a
support tool for engineers.

Artelys Knitro 11.0, a new conic solver and other nov-
elties

Jean-Hubert Hours, Michaél Gabay, Sylvain Mouret, Figen
Oztoprak Topkaya, Richard Waltz

In this talk, the latest 11.0 release of the nonlinear solver Artelys Kni-
tro is presented. Knitro 11.0 introduces a novel solver for optimiza-
tion problems with conic constraints. It encompasses second-order
cone programs (SOCPs) as well as more general nonlinear non-convex
models with conic constraints. Encouraging numerical results are pre-
sented on standard SOCP benchmarks. Knitro 11.0 also introduces a
new C API, which allows users to build complex optimization mod-
els piece by piece and to provide a lot of structure in their problem
formulation. Conic constraints are covered by the new API. Finally,
several other numerical improvements on convex programs as well as
ill-conditioned problems are presented.

RISES3: Decomposition method via time-series ag-
gregation and relaxation for optimal synthesis of en-
ergy systems

Nils Baumgaertner, Bjorn Bahl, Maike Hennen, Andre
Bardow

Energy systems consist of multiple units for energy supply and storage
to transform secondary energy such as gas and electricity into the de-
sired final energy demands of heat, cool or electricity. Due to the many
units and energy forms, the optimal synthesis of such energy systems
is a complex optimization problem. The synthesis is a two-stage prob-
lem requiring the simultaneous optimization of the design stage and
the operation stage. The design stage determines the type and sizing
of all units. The operational stage determines the on/off status and the
load allocation for each unit in each time step. The operational stage
typically depends on large time series increasing problem complex-
ity further. In particular, the complexity increases strongly by time-
coupling constraints, e.g., due to storage units. In general, the syn-
thesis of energy systems considers non-linear investment cost curves
and non-linear part-load performance curves for each unit. Moreover,
discrete decisions are required on both optimization stages, to consider
existences of units and their on/off status. Thus, synthesis of energy
systems typically results in large-scale mixed-integer non-linear pro-
gramming problems. Typically, these non-linearities are linearized by
piecewise linearization. Thus, synthesis problems often correspond to
large-scale MILP optimizations. These large-scale synthesis problems
are computationally challenging and often not solvable within reason-
able computational time or memory limits. Here, we propose the de-
composition method RiSES3 (Rigorous Synthesis of Energy Supply
and Storage Systems). RiSES3 exploits the two-stage character of the
synthesis problem. The decomposition method employs time-series
aggregation, linear relaxation and parallel computing for efficient so-
lution of the sub-problems. Thereby, RiSES3 provides feasible solu-
tions (upper bounds) with known optimality gap (lower bounds). For
the upper bounds, we decompose the two-stage problem in an aggre-
gated synthesis problem and an non-aggregated operational problem.
We use time-series aggregation to obtain a feasible design for the en-
ergy system. For this feasible design, we subsequently solve the orig-
inal operational problem yielding an upper bound. Lower bounds are
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obtained by two competitive approaches: linear programming relax-
ation and relaxation based on time-series aggregation. To tighten the
bounds, we iteratively increase the resolution of the time-series aggre-
gation and tighten the relaxation. RiSES3 is applied to the synthesis
problem of two real-world industrial energy systems, encompassing
large time series of prices and demands, time-coupling constraints and
storage systems. We show that RiSES3 yields solutions of the original
synthesis problem with excellent quality and fast convergence, outper-
forming commercial state-of-the-art solver by a factor of 100.
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Supplier cutting corners: Can excessive competition
compromise quality
Aadhaar Chaturvedi

In this paper we investigate whether and when promoting more intense
cost competition between suppliers can actually backfire on the buyer
in form of lower quality supplied by the suppliers. We further look at
how common sourcing strategies like dual sourcing or use of reserva-
tion prices can improve or worsen the quality problem.

Contracting for Product Support under Information
Asymmetry
Nishant Mishra

We study product support outsourcing under two types of contracts —
the more traditional Transaction-based contracts (TBC) and the more
recent Performance-based contracts (PBC), when the information of
product failure rate is privately owned by the customer. PBC has be-
come ubiquitous in industries ranging from aerospace and defence to
computer support services. Despite advantages of PBC that have been
highlighted in many previous studies, the more traditional TBC that
ties supplier payments to each repair incident is not vanishing but is
still widely adopted by companies in product support industry. In
this paper, we explore the hidden superiorities of TBC in screening
products with different failure rates only known by the customer, as is
frequently the case in practice. We build a stylized adverse selection
model in which the supplier acts as the uninformed principal who de-
signs menus of contract terms (price and target uptime) contingent on
the product failure rate, and the customer selects the contract based on
her true information. We find that the two types of contracts lead to
diverse screening effects: TBC can achieve separation of product fail-
ure rates without losing efficiency in setting service capacity, whereas
distinguishing failure rates under PBC requires interactions of pricing
and capacity decision, resulting in over-investment in repair capacity.
Moreover, neither contract is dominant. The customer may prefer TBC
(PBC) if she has a lower (higher) outside option, and the supplier may
have an opposite preference. Given medium outside options, TBC can
be both preferred by the supplier and the customer. Our paper brings
to light a heretofore unknown advantage of TBC and it demonstrates
when these contracts are likely to be observed, despite seeming superi-
ority of PBC. We provide insights on how to choose the right contract
type in the presence of asymmetric information in the third-party MRO
market.

Cost of information sharing under group purchasing
Gilles Merckx, Aadhaar Chaturvedi, Philippe Chevalier

While group purchasing amongst competing OEMs enables these to
obtain rebates from the supplier, it also requires regular interactions be-
tween the OEMs, which result in disclosure of private information such
that OEMs might prefer individual purchasing to conceal their private
information. This paper investigates how information sharing dimen-
sion affects OEMs’ motivations towards group purchasing, specifically
in industries characterized by market demand and technology level un-
certainties. Under Cournot competition, we find that group purchasing
is preferred by OEMs when product technology strongly affects mar-
ket demand, and that preference for group purchasing would depend
on product substitutability, market demand variability and supplier re-
bate when influence of the product technology is low. We further find
that group purchasing can benefit both the OEMs and the consumers.
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Flight Route and Trajectory Optimization
Per Sjogren

Flight planning is the discipline of finding an efficient route between
two airports. This route should adhere to international and domestic
regulatory flight authorities’ rules, as well as adequate onboard fuel re-
serves, airspace rules and temporary airway closures in order to deter-
mine optimal speed and altitude at all points throughout the flight. At
Jeppesen we are leaving the traditional approach of fixed routes behind,
and instead optimize a route based on current wind and weather, pay-
load, aircraft capabilities and latest airspace information. This talk will
focus on the difficulties of flight planning as well as give an overview
of how we have approached solving some of them.

Scheduling air cargo build-up operations
Anne Lange, Hamid Abedinnia

Air cargo transportation involves handling operations in air cargo hubs.
Cargo arrives at the hub from incoming flights or is delivered by
ground transportation to the airport. It is received and (if necessary)
deconsolidated as well as potentially stored in a buffer storage. The
object of analysis are the build-up operations in the hub where individ-
ual shipments are consolidated on unit load devices (ULDs). Subse-
quently, ULDs are weighted and transported to the apron where they
are loaded to the aircraft.

The presented work aims to reduce peaks in labor requirement occur-
ring in air cargo handling. The air cargo hub under consideration is
currently operated in a departure-triggered fashion. That is, build-up
operations for flights are started at a predefined time prior to flight
departure. Hence, peaks in aircraft departure lead to peaks in labor
utilization. We divide the research question into two aspects. First, we
discuss two alternatives on how to generate build-up tasks. Second,
we develop alternatives of when to start the build-up operations for a
specific task and on how much manpower to allocate to each task.

A task subsumes a number of ULDs for build-up, their availability time
as well as the deadline when the build-up needs to be completed. Size-
based and time-based approaches are tested to form task. The size-
based approach predefines a number of ULDs that will be grouped to-
gether in one task. Only the last task of a flight can be smaller as there
might not be sufficient cargo available. The time-based approach gen-
erates three tasks per flight on the basis of time intervals. All cargo for
the flight that has arrived at the hub during the interval is allocated to
the task. We show that in the empirical data that was analyzed the dif-
ferences in generated tasks remain limited. However, discussion with
the company highlighted that the time-based approach is more apt for
their daily use.

The second aspect of the research question is when to start the build-up
operations and how many workers to allocate to a task. We adapt the
algorithm suggested by Emde et al. (2017) so that it creates a near-
optimal task scheduling. As it appears unrealistic for the company
to apply the algorithm on a regular basis, we develop four easily ap-
plied dispatching rules. In doing so, the most appropriate strategy is to
start tasks as early as possible and allocated as few workers to the task
that still ensure the deadline is met. We finally combine the algorithm
and the dispatching rules such that the number of workers is limited
based on the algorithm while the scheduling of the tasks is left to the
dispatching rule. This combination provides feasible schedules with
limited labor peaks and remains easily applicable at the same time.

S. Emde, H. Abedinnia, A. Lange, Ch. Glock (2017): Scheduling per-
sonnel for the build-up of unit load devices at an air cargo terminal
with limited space. Working Paper.
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Development of a consistent approach for inventory
control of Unit Load Devices (ULD) in international
air transportation

Stephan Buetikofer, Christoph Hofer

Unit Load Devices (ULDs) are standard equipment for loading bag-
gage and cargo in airplanes. The maintenance of one’s own ULD stock
is a non-negligible cost factor for airlines. In recent years, therefore,
many airlines have outsourced the management of their ULD’s to in-
dependent ULD providers. The independent ULD providers should be
able to pool the individual ULD stocks and therefore manage the ULD
demand with less stock. As part of an applied research project, we de-
veloped for an ULD provider decision support: - To determine the daily
ULD safety stock levels at a station in order to guarantee a service level
for a fixed planning horizon, and - To control safety stock levels at the
stations by balancing empty ULD’s between the stations. For the daily
safety stock level we built a Monte Carlo simulation which is based
on historical data. Extensive live tests showed that our safety stocks
work reliable in daily operations. The approach to determine the daily
safety stock levels will be discussed shortly. The focus of this talk is
on the modelling of the decision support for the ULD control. A linear
optimization model was built to control the empty ULD movements.
The objective was to balance the ULD stock between the stations in
order to guarantee enough ULD’s for daily operations. Since we work
with a linear model, we are able to compute solutions for huge air-
line networks in reasonable time. We will present test results of the
implemented ULD control for an existing airline network.

Fleet operations - combining tail assignment and
schedule recovery
Andreas Westerlund

Tail assignment is the process of planning the assignment of aircraft to
flights from the day of operations and a few days, or weeks, into the
future. Schedule recovery is the process of deciding how to operate
the aircraft at an airline when operational disruptions happen. In this
presentation we will discuss how a combined tail assignment system
and schedule recovery system gives benefits compared to using sepa-
rate systems. We will also show how integration with crew tracking
and flight planning can give additional benefits. Computational results
on real-world data will be presented.
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Application of a delta method with weakened require-
ment to univariate functions of renewal theory
Nora Dérmann

Topics of renewal theory like the optimal adaptive replacement in a re-
newal process or the prediction of failure are of main interest in busi-
ness administration and especially in manufacturing management sys-
tems. So consider the estimation of the rate of replacement based on a
renewal process given by a sequence of random variables representing
lifetimes of items being renewed. The variables are assumed to be pos-
itive having the same mean ’; they may be dependent and the common
underlying distribution is unknown. As maximum likelihood methods
are not applicable, the method of moments based upon substituting the
nth sample mean for ’ is implemented. But this method is unfortu-
nately not suitable for the derivation of corresponding moments of 1/°.
Based on the limiting moment approach, we would then assume the
well-known delta method for independent random variables, which in-
volves estimation of moments. But it cannot be applied either because
the rate 1/° and its derivatives are unbounded. Therefore, we develop
a nonparametric estimation of the replacement rate based on a delta
method with weakened requirements on the global growth of the con-
sidered functions. Our method can also be extended to a wide range
of reciprocal functions. It allows for dependent observations and un-
bounded functions. We present our theoretical results and illustrate the
effectiveness of the proposed approach in simulations. Moreover, an
outlook to the application of the presented delta method with weakened
requirements to bivariate functions is given.
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OR Control Towers: A Concept for Optimizing the
Performance of Complex Adaptive Operating Sys-
tems

Joachim Block, Stefan Woltgang Pickl

One of the main challenges for decision makers lies in optimizing an
operating system’s overall performance respectively its resource uti-
lization. This task is particularly challenging when it is about opti-
mizing a complex adaptive system. These kinds of systems are com-
posed of interacting, thoughtful entities and exhibit emergent behav-
ior through learning and adaption. Complex adaptive systems are
widespread phenomena in the OR context. Supply networks, work-
force systems, and traffic control systems - just to name a few - are
some examples with subject of interest to the OR community.

In order to get control of complex adaptive systems and to optimize
their behavioral patterns we introduce the concept of an OR control
tower. The OR control tower resembles the control towers established
at airports in order to control starts, landings, and air traffic by send-
ing individual instructions to airplanes. In contrast to these towers,
our OR control tower concept draws on the strengths of self adapting
systems. Therefore, our control tower does not explicitly give com-
mands to each entity of the network in form of full control. Instead,
the OR control tower optimizes the system by adjusting policies, send-
ing certain message to single entities, or reconfiguring the underlying
structure. Thereby, the system’s behavior can be forced into an opti-
mal direction without loosing the inherent capabilities of adaption and
learning.

Our OR control tower extends the control tower concepts that are be-
ginning to emerge in supply chain management and logistics. In addi-
tion to a usually implemented observer component, which is limited to
deliver information about the actual operating system’s state, the OR
control tower includes an autonomous decision component. The latter
can be equipped with an optimization algorithm. In a first step, we in-
tend to take use of the OR control tower concept in a special simulation
approach: A complex adaptive system is modeled with an agent-based
approach.

The OR control tower extends the model population by a top-level de-
cision maker. It sends policies information to the system’s entities and
reconfigures the system. Hence, emergent behavior of the population
can be transformed into optimal performance.

Fighting Fair? Evaluating Negative Campaigning
with an Agent-Based Simulation
Michelle D. Haurand, Christian Stummer

These days, playing dirty is encouraged by the (assumed) anonymity
of the internet and motivated by a plethora of new products or services
competing in winner-take-all markets, which ultimately will be dom-
inated by a single product or service (eBay or Amazon may serve as
illustrative examples). For some rivals, spreading the infamous "fake
news" or putting other forms of smear campaigns into practice might
therefore appear an appealing option in an attempt to keep up with their
superior opponents in the fight for market dominance in a globalized
setting. Such measures that actively discredit competitors are called
negative campaigning.

Our contribution to the research in this field is twofold: first, we in-
vestigate the effect of negative campaigning on the emergence of a
winner-take-all situation, and second, we analyze its effectiveness as
opposed to traditional marketing promoting one’s own product.

As a method, we employ agent-based simulation by expanding a pre-
vious model (recently published in CEJOR) on the emergence of dom-
inant designs. As a use case, this model looked at the emergence of
dominant weapon designs in the fight of humans against vampires, that
is, under which circumstances stakes, mirrors, garlic, or silver bullets
(which obviously differ in effectivity) can become a dominant design.
In this, admittedly, rather special application case, humans represent
the customers, the weapons are the technologies competing for market
dominance, and the vampires can be interpreted as the problem that is
supposed to be solved by the technologies.

The results of our simulation experiments show that negative
campaigning-though it leads to more extreme views-sometimes even
slightly lowers the overall possibility of one single product "winning
the market," while traditional (positive) marketing in most instances in-
creases it. This is due to the negative consequences for the discredited
product counterbalancing the positive effect for the inferior weapons.
Furthermore, although negative campaigning in principle can increase
the probability of an inferior product becoming the dominant design if
it is aimed at one of its superior competitors, positive marketing would
still be more effective, as spreading negative news about the techno-
logically best or second best weapon mostly benefits the second best
or best weapon, respectively, instead of the underdog. On the bottom
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line, it usually does not pay for an inferior competitor to play dirty,
though it may pay for the immediate market follower. However, this
company would risk that such a campaign backfires (since the internet
ultimately is not so anonymous at all). Still, it might occur, and if so,
agent-based modeling also could be used to test proper countermea-
sures. This, however, is a different story. ..
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A novel optimization-based bidding method for com-
bined heat and power units in district heating sys-
tems

Daniela Guericke, Anders N. Andersen, Ignacio Blanco,
Henrik Madsen

We present a novel optimization-based bidding method for the par-
ticipation of combined heat and power (CHP) units in the day-ahead
electricity market. More specifically, we consider a district heating
system where heat can be produced by CHP units or other heat-only
units, e.g., gas or wood chip boilers. We use a mixed-integer linear
program to determine the optimal operation of the portfolio of produc-
tion units and storages connected to the district heating system on a
daily basis. Based on the optimal production of subsets of the units,
we can derive the bidding prices and amounts of electricity offered
by the CHP units for the day-ahead market. The novelty about our
approach is that the prices are derived by iteratively replacing the pro-
duction of heat-only units through CHP production. Due to the limited
capacity of the system, the offered production by CHP units is replac-
ing heat production in hours with the highest electricity price forecast
in the planning horizon. This results in an algorithm with a robust bid-
ding strategy that does not increase the system costs even if the bids
are not won. We analyze our method on a small realistic test case to
illustrate our method and compare it with other bidding strategies from
literature, which consider CHP units individually. The analysis shows
that considering a portfolio of units in a district heating system and de-
termining bids based on replacement of heat production of other units
leads to better results.

Globally optimal short-term unit commitment and
dispatch for combined heat and power generation
units connected to district heating grids

Lennart Merkert, Soeren Hohmann

The share of renewable electricity generation is raising in many coun-
tries all over the world leading to a more volatile energy generation
as well as higher fluctuating electricity prices on power markets. This
more flexible environment is posing major challenges to an efficient
and economic operation of combined heat and power generation con-
nected to district heating grids as the traditional heat driven control
strategy does not consider volatility on the electricity side. Espe-
cially the consideration of heat storage capabilities together with ex-
tremely volatile electricity prices is promising economic benefits to
heating grid operators. If no dedicated heat storage tank is available,
the heating grid itself can be used as a storage. However optimal op-
eration considering this inherent grid storage capability is challenging,
as the resulting model formulation is non-convex containing bilinear
terms and variable time delays. In the past there have been several
approaches to find suitable optimization models for this problem. In
all papers known to the authors, the problem is approached using lin-
earization or simplifying assumptions resulting in a linear optimization
model. Sometimes the linear optimization model is combined with a
non-linear simulation to update the parameters and run the optimiza-
tion in an iterative scheme. However, to the best knowledge of the au-
thors, no global optimal solution for this problem has been proposed.
In this paper we would like to present an iterative solution scheme
leading to a global optimum using multiparametric disaggregation for
the bilinear terms and a new modeling method for the representation of
variable time delays. Jointly with multiparametric disaggregation the
new modeling approach can be used to derive a lower bound for the

global optimization problem, whose precision can be increased in ev-
ery iteration. As upper bound the solution of a non-linear optimization
model with fixed integer decision variables is used. The capabilities of
this new approach will be presented in a small case study.

3 - The impact of sector coupling technologies on the
future European electricity system - A scenario anal-
ysis
Gerald Blumberg, Christoph Weber
The ongoing transformation of the European energy system has so-
far been mainly dominated by the integration of variable renewable
energy sources (VRES) into the electricity sector. Yet it is expected
that future developments will include also significant transformations
of the heat and transportation sector. Besides efficiency measures,
these transformations will encompass the integration of, possibly flex-
ible, electricity-based technologies - i.e. applications coupling the heat
and transportation sector with the electricity sector, notably through
E-Mobility and heat pumps. Thus, the combination of an increasing
amount of VRES, sector coupling technologies and their flexibiliza-
tion level induces considerable uncertainty within the electricity sec-
tor. In particular, power plant investments in the long run and power
plant dispatch in the short run are affected through these developments.
Electricity market developments regarding country specific load de-
velopments and power plant investments are assessed quantitatively in
the presence of different flexibilisation levels of E-Mobility and heat
pumps by extending and applying the existing electricity market model
E2M2s. Since VRES are expected to satisfy an increasing amount of
electricity demand and thus spatial and temporal fluctuations of elec-
trical energy generation are expected to increase, a special focus is
set on the flexibilisation potential for the considered sector coupling
technologies. Thereby empirical data are used and sensitivity analyses
are carried out. Notably, data sets of driving profiles are investigated
in order to derive (load profile) groups for e-mobility and their tem-
poral flexibility in charging. Vehicle-2-Grid applications are consid-
ered, too. To illustrate the range of possible future developments for
the European electricity system up to 2050, three scenarios differing
in the spatial integration of sector coupling technologies are investi-
gated: Introduction in whole Europe, introduction solely in Germany
and none. Both generation investments and dispatch as well as uti-
lization of transmission lines - depicted simplified by NTCs - are opti-
mized for these scenarios and additional sensitivity analyses are carried
out. Furthermore, effects on annual electricity demand, peak electricity
demand, optimal supply mix and electricity prices are investigated.
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1 - The effect of manager-worker familiarity on Parkin-
son’s Law - A behavioral investigation
Sebastian Schiffels, Andreas Fiigener

Projects involving different decision makers for planning and execu-
tion are common, however, their interaction bears the risk of poor
performance. Information asymmetry and the well-established phe-
nomenon that work expands so as to fill the time available for its com-
pletion (Parkinson’s Law) makes the project planning even more chal-
lenging. We study the impact of familiarity, which is known to improve
project performance in numerous situations, on Parkinson’s Law. To
address our research question, we consider a model that reflects the
interaction of a planner symbolizing the management of a company
and of a worker symbolizing the project executors of the company.
Based on this framework, we set up an experimental study providing
support that, first not all time planned too long is exploited by work-
ers, second this effect is more pronounced in a setting with familiarity
than without, third managers in the familiarity treatment plan signifi-
cantly longer durations compared to those without familiarity indicat-
ing higher trust levels towards the workers. However, in contrast to
the treatment without familiarity managers seem to greatly underes-
timate exploitation in the familiarity treatment thus familiarity rather
decreases performance.
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Behavioral aspects in project management - im-
proved performance through fixed-cycle project
phases?

Tobias Lieberum

Project management practitioners increasingly rely on agile ap-
proaches, while there is hardly any scientific project management liter-
ature addressing these concepts. A central element of Scrum, the most
widely used agile approach, is scheduling projects through fixed-cycle
project phases, called Sprints. Each fixed-cycle project phase has got a
precise ex-ante goal of what is to be achieved and an ex-post review for
future improvement of the working team. Besides higher flexibility to
project changes, very little is known about the underlying mechanisms
of the fixed-cycle design leading to increased performance. Based on
existing literature, we derive the hypothesis that three behavioral as-
pects in the fixed-cycle design related to time allocation, goal-setting,
and interrelated learning are major drivers of an increased performance
in Scrum: First, in flexible projects, which we define as projects with a
fixed total duration but without enforced progression deadlines for ev-
ery phase, people tend to spend too much time on early phases, leading
to a shortage of time for late phases. Second, fixed-cycle projects with
strict progression deadlines for every phase mitigate this effect. Third,
performance increasing goal-setting and learning effects are reinforced
by fixed-cycle project phases. We set up a controlled experimental
study to address our research questions. In a fixed total duration all
participants solve as many real-effort slider tasks of homogeneous dif-
ficulty as possible in ten sequential rounds, which represent ten stylized
project phases. Each completed slider within a phase has got a decreas-
ing incremental payoff consistent across phases to mirror a decreasing
marginal value-add per invested effort within every phase. We em-
ploy a 2x2 treatment design distinguishing flexible project phase pro-
gression versus fixed-cycle project phase progression as well as goal-
setting and learning versus no goal-setting and learning to decompose
the behavioral aspects. In preliminary studies we have found support
for our hypotheses. We provide systematic evidence of how fixed-
cycle project management with phase-specific goals and interrelated
learning impacts performance, thus creating a scientific validation of
established assumptions among agile practitioners.

Strategic Buckets in Project Selection - A Behavioral
Investigation
Andreas Fiigener, Sebastian Schiffels

The underrepresentation of risky projects is a well-known issue in new
product development/project management. To address this problem,
the use of strategic buckets has been proposed in theory, supported by
analytical models in the management science literature, and practice.
However, a behavioral investigation of the effectiveness and efficiency
of strategic buckets is still open. This experimental study discusses the
portfolio selection of risky and non-risky projects. In line with the liter-
ature we show in a baseline treatment that peoples risk aversion leads to
an underrepresentation of risky projects in a stylized project selection
process. We consider several treatments to analyze whether strategic
buckets, defined as a sub-budget for a specified class of projects, may
help to overcome this issue. Our experimental studies show that a) the
use of strategic buckets affect project selection decisions, b) voluntary
strategic buckets achieve similar results, and c) buckets lead to naive
diversification biases. The latter effect could lead to unintended conse-
quences in project selection. Thus, our study seeks to inform managers
on the consequences of applying strategic buckets in project selection,
and how the configuration of buckets can influence decisions.
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Timely exposure of a secret project: Which activities
to monitor?
Ben Hermans, Herbert Hamers, Roel Leus, Roy Lindelauf

A defender wants to detect as quickly as possible whether some at-
tacker is secretly conducting a project that could harm the defender.
The timely exposure of a terrorist plot, for example, is crucial for its

successful prevention. Given that each activity of the project leads to
discovery with a certain probability and that the defender has only a
limited budget for increasing these probabilities, the defender’s prob-
lem becomes: which activities to focus intelligence efforts on? The
attacker, in turn, schedules his tasks so as to remain undiscovered as
long as possible. Modelling the situation as a zero-sum game, we es-
tablish that it is a dominant strategy for the attacker to initiate each
task as late as possible and derive a dynamic program that identifies
the optimal set of tasks to focus intelligence efforts on. We measure
the relative effectiveness of each task’s intelligence effort by means of
the Banzhaf value. This innovative use of cooperative game theory not
only allows for performance evaluation of intelligence activity, it also
identifies opportunities for further harm-reduction. We illustrate our
methods on an example nuclear weapons development project.

Moments and distribution of the NPV of a project
Stefan Creemers

We study the Net Present Value (NPV) of a project with multiple stages
that are executed in sequence. A cash flow (positive or negative) may
be incurred at the start of each stage, and a payoff is obtained at the end
of the project. The duration of a stage is a random variable with a gen-
eral distribution function. For such projects, we obtain exact, closed-
form expressions for the moments of the NPV, and develop a highly
accurate closed-form approximation of the NPV distribution itself. In
addition, we show that the optimal sequence of stages (that maximizes
the expected NPV) can be obtained efficiently, and demonstrate that
the problem of finding this optimal sequence is equivalent to the least
cost fault detection problem. We also illustrate how our results can be
applied to a general project scheduling problem where stages are not
necessarily executed in series. Lastly, we prove two limit theorems that
allow to approximate the NPV distribution. Our work has direct appli-
cations in the fields of project selection, project portfolio management,
and project valuation.

Reformulating constraints for the nurse rostering
problem
Pieter Smet

The large body of research concerning optimization methods for the
nurse rostering problem shows that it is a difficult problem to solve
to optimality. This problem asks to assign shifts to nurses in a given
scheduling period, subject to a variety of organizational and personal
constraints. Computational experiences have shown that the presence
of specific types of constraints have a significant impact on the per-
formance of optimization algorithms. In particular, constraints on the
number of consecutive assignments have been shown to have a strong
effect on the performance of integer programming solvers. Coinci-
dentally, it is also the presence of such constraints which often make
nurse rostering problems NP-hard. The present research targets this
class of constraints in an attempt to improve the performance of inte-
ger programming solvers by reformulating them in a graph structure.
The resulting model is evaluated on a set of benchmark instances. The
results show that the new formulation is competitive with other models
and is much faster specifically for small- and medium-sized problem
instances. To gain a better understanding of these results, we analyze a
series of computational experiments to characterize problem instances
for which the proposed reformulation significantly improves the per-
formance of integer programming solvers. It is demonstrated that the
new formulation performs best on instances in which the presence of
constraints on consecutive assignments has a significant impact on al-
gorithmic performance.

Bundling and Scheduling Service Encounters When
Sequence Matters
Fabian Strohm, Cornelia Schoen

Many services can be interpreted as a series of discrete events sched-
uled over a certain period with time gaps in between. A part-time exec-
utive education program for example includes different courses taking
place on extended weekends with breaks of several weeks between
the courses. Following this logic, service design involves making de-
cisions with regard to what events to include in the service offering
and when to schedule them - taking into account participants’ multi-
attribute preferences for e.g. contents and time. While each event has
its own instant utility that a participant experiences during the respec-
tive event, there are also aggregate measures such as predicted (ex ante)
and remembered (ex post) utility, which in turn determine customer
choice, loyalty, repurchase, word-of-mouth, etc. Empirical research
has shown that the aggregate function does not only depend on which
events are included, but that the order of events plays an important role
in a participant’s assessment of the service.

While other studies focus on either remembered or predicted utility, we
present an integrated framework hypothesizing about the relationship
between the different forms of utility. Based on this framework, we
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develop an optimization model to determine a portfolio of scheduled
events that maximizes the seller’s expectation of the participants’ re-
membered utility, while taking into account that potential participants
make their purchase decision based on their predicted utility.

‘We thereby make a contribution to the problem of designing service of-
ferings that include experiential attributes with sequence effects. The
problem has received growing attention in the operations literature re-
cently. Our framework allows for multiple attributes, shows the inter-
dependencies of different utility forms and also discusses the role of
word-of-mouth for these constructs. Our approach can be applied to a
variety of service industries like sports, entertainment or education. A
case study of an Executive MBA program based on empirical data from
a self-conducted conjoint study demonstrates real-world applicability
of the approach.
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Fair Resource Allocation by Gini Index Minimization
Wilodzimierz Ogryczak, Grzegorz Zalewski

Resource allocation problems are concerned with the allocation of lim-
ited resources among competing activities so as to achieve the best
performances of all activities. Thus leading to a multiple criteria max-
imization problem with possible sum (mean) aggregation of individual
outcomes, commonly used for efficient allocation solutions. However,
in systems which serve many users there is a need to respect some
fairness rules while looking for the overall efficiency. The concepts of
multiple criteria equitable optimization can effectively be used to gen-
erate various fair and efficient allocation schemes. The bicriteria mean-
equity approaches are widely applied, where the mean outcome is max-
imized while some inequality measures are minimized. Quantification
of the equity in a scalar inequality measure is well appealing to system
designers and not complicating too much the decision model. Unfortu-
nately, for typical inequality measures, the mean-equity approach may
lead to inferior conclusions with respect to the outcomes maximiza-
tion. The class of preference models complying with the optimiza-
tion of outcomes as well as with an equal consideration of the activi-
ties is mathematically formalized with the concept of equitable dom-
inance. Solution concepts equitably consistent do not contradict the
maximization of outcomes or the inequality minimization. Therefore,
the achievement of equitable consistency by the mean-equity models
has a paramount importance.

The Gini coefficient is a commonly used measure of inequity in in-
come and wealth distribution. When applied to allocation models, eq-
uity is measured by the relative mean absolute difference of outcomes.
In order to achieve equity, we aim to allocate resource such that out-
comes are equitable. In order to achieve this goal, the best allocation
scheme is defined as the one that minimizes the Gini coefficient of the
outcomes. It was empirically found in real-life applications that this
objective while equalizing the outcomes (fairness) it may simultane-
ously support their maximization (efficiency). Although it depends on
the feasible set structure and there is no guarantee to achieve good eq-
uitable and efficient allocation scheme.

In this paper we show that when combined the reference point model
the Gini coefficient minimization is consistent with equitable maxi-
mization preferences. When appropriate outcome shift is applied, then
the Gini coefficient minimization is consistent both with inequity mini-
mization and with outcomes maximization thus guaranteeing equitable
allocation schemes. Similar results are shown for the Schutz index
(relative mean absolute deviation measure) and some other relative in-
equality measures. The interval of appropriate target values depends
on the allocation problem structure (feasible set). Although it can be
find or adjusted during the optimization process without necessity of a
special feasible set analysis.

A referential model for systematization and applica-
bility assessment of weight specification methods in
multi-criteria decision-making

Andrej Bregar

The aim of the presented research is to provide a thorough survey of
classic and state-of-the-art approaches to weight specification, and sys-
tematize them into a referential model. The defined model classifies
methods into three groups corresponding to direct weight derivation,
indirect weight derivation, and readjustment of existing weights. The
direct weight specification is further structured into ordinal and ratio
based approaches, utility and bargaining related approaches, fuzzy av-
eraging operators, dominance and optimality methods, as well as inter-
active procedures for transformation of qualitative subjective concepts
into numerical values. The group of indirect weight derivation tech-
niques includes regression on the set of referential alternatives, regres-
sion on correlations between preferential parameters, and structural
modelling. By utilizing a common framework for the evaluation of
decision-making methods and systems, the characteristics of key types
of weight specification methods are determined. Their advantages and
weaknesses are exposed. The framework allows decision-makers to
assess the suitability of different weight specification methods for var-
ious real life problem solving situations, and to select the most appro-
priate ones for application. Criteria of the proposed framework include
the complexity of analysis, credibility of analysis, problem abstraction,
and methodological foundations. Several use cases are described in the
context of preference elicitation and aggregation procedures. In partic-
ular, the efficiency of relative versus absolute assessments in weight
derivation is empirically studied. Methods that exhibit various levels
of relativeness are evaluated with a simulation based model. Similarly,
ratio based approaches to generate consistent or inconsistent pairwise
comparison matrices, respectively, are treated with regard to the valid-
ity and reliability of derived weight vectors. Different transformation
functions for the automatic construction of matrices are experimentally
evaluated. They are based on either the linear or multiplicative scales,
and exhibit various levels of consistency. It is shown that slightly in-
consistent matrices can produce more accurate weights than consistent
ones.

From econometrics to multi-objective optimization
Willem Brauers, Edmundas Kazimieras Zavadskas

"An International Society for the Advancement of Economic Theory
in its Relation to Statistics and Mathematics" is still the heading of
ECONOMETRICA, the Journal of the Econometric Society, founded
by the later and first Noble Prize winners in Economics: Frisch and
Tinbergen. Nevertheless the context changed. Regression Analysis
much used by Tinbergen, also as head of the Dutch Planning Office,
is replaced more by Discrete Mathematics. The statistics are not only
official statistics but also all kind of raw data such as "Big Data", nev-
ertheless remaining subjected to sampling or complete census. Nowa-
days "Economic Theory" is much more related to the Universal Defini-
tion of Robbins; "Economics is neutral between ends", automatically
linked to Multi Objective Optimization with objectives or criteria on
the one side and different solutions on the other. It leads to a Deci-
sion Matrix which can be read either horizontally or vertically. On this
basis several methods were developed. Anyhow any method has to
fulfill the following conditions of robustness: 1) choice of alternative
solutions like Projects, at least two 2) choice of objectives (criteria), at
least two, all expressed in different units like $ or EUR , kg, liter, meter,
kilowatt-hour, calories etc. 3) normalization of the units of the objec-
tives 4) importance of the objectives 5) a huge number of objectives
has to be possible. The whole operation can be made by one person
but it is more advisable that all stakeholders, i.e. everybody interested
in the issue, are involved. In this modern definition of econometrics
"Operations Research" takes its position. Consequently it would be
wrong to consider OR as a service provided by a researcher follow-
ing the subjective desiderata of his client. As Churchman, Ackoff and
Arnoff state, it provides managers of an organization with a scientific
basis for solving their problems, with as major phases: 1. formulat-
ing the problem 2. constructing a mathematical model 3. deriving a
solution from the model 4. implementation.
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Inventory management in multi-stage production
systems with random yield and positive production
times

Danja R. Sonntag, Gudrun Kiesmuller

Random yield occurs if production processes are imperfect and there-
fore produce defective items. Examples for such imperfect production
processes can be found in every industry. Consider for example the
production of curved glass for Samsung’s cell phones, where the com-
pany had to deal with low yield rates of 50 %, meaning that half of
all products had to be scrapped. This exemplarily shows that produc-
tion systems with random yield cannot be neglected and are highly
relevant in increasingly complex production processes as well as un-
der high competition and shorter product life cycles. We consider a
multi-stage production system where the input of the production sys-
tem is determined by the order quantity. An order can be placed by
the warehouse to replenish stock and be able to satisfy stochastic cus-
tomer demands. Because the optimal ordering policy is known to be
very complex, a common linear inflation policy is used. To make sure
that only products meeting the quality requirements are stocked in the
warehouse and afterwards sold to the customers, an error-free qual-
ity inspection is located after the production process, sorting out all
defective items. Defective items are either disposed of and leave the
production system or are reworked. If defective items are reworked,
they have afterwards the same quality as items that were perfect when
first produced. Therefore, reworked items also enter the warehouse and
are sold to the customers without any price discount. Different from
most of the literature on make-to-stock production systems with ran-
dom yield we consider positive production times during the production
process because they are more realistic especially for highly sophisti-
cated production systems as in the high-tech industry. Positive pro-
duction times increase the complexity of the problem a lot because the
decision maker in the warehouse has to place an order before knowing
the exact amount of perfectly produced items leaving the production
process in future periods. We show how to set the policy parameters
for such a multi-stage make-to-stock production system with random
yield, positive lead times and either disposal or rework of defective
items. Our approach requires low computation times even for larger
production systems and leads to very good results.

Mixed-integer linear programming based approach
for optimal production planning and inventory con-
trol of marine shrimp farming supply chain network

Chaimongkol Limpianchob, Masahiro Sasabe, Shoji Kasahara

Marine shrimp farming is an aquaculture business for the cultivation
of marine shrimp or prawns for human consumption. Giant freshwater
prawn farming is one of the most popular marine shrimp farming in
Thailand: 90% of the prawn yield is for domestic consumption and the
remaining is for export. Although the giant freshwater prawn farming
has been developed during more than a century, the main farming op-
erations are still traditional. These farming operations can be improved
by applying modern farming techniques. This paper was motivated by
a real problem in a large giant freshwater prawn farm located in the
Western region of Thailand, which manages the whole prawn farming
supply chain network. In this problem, the farmer tackles when and
where prawns are to be cultured and harvested, and how the prawns are
to be transported and stored at distribution centres, in order to maxi-
mize the supply chain profit. Because prawns are perishable products,
the farmer cannot store the large amount of prawn at distribution cen-
tres for a long time. Therefore, the farmer needs an effective tool for
production planning and inventory control, which maintains the qual-
ity (freshness) of the prawn under the constraints of supply resources
capacities. Operations research (OR) models are designed to optimize
a specific objective criterion subject to set of constraints. Recently,
many studies on OR models were applied to agriculture food supply
chain management. This paper extends our previous mixed-integer lin-
ear programming (MILP) for the prawn farming supply chain network
by adding production planning and inventory control functions to con-
sider the freshness of prawn. The farmer is concerned about the tim-
ing of cultivating and harvesting, the number of hiring labors, the vol-
ume of harvesting, the storage at distribution centres and selection of
transportation methods, to achieve high freshness of delivered prawn.
The production planning is applied to assist cultivating and harvesting
scheduling under consideration of labor hiring, dispatching capacity
and time limitation. The inventory controlling manages the volume of
prawn stored at distribution centres such that the stored period is at
most one week. As a result, the new model can maximize the farmer’s
profit while improving the freshness of prawn. The numerical results
showed that the proposed model holds a potential to increase the total
profit surplus by 4.71% when compared with farmer’s solution. The
model can also be used to investigate the relationship between the rev-
enue, total costs and the timing of operations, i.e., purchasing, culti-
vating, harvesting, storing and dispatching. Thus, the model becomes

a valuable tool for the farmer to plan future resource requirements and
production capacity as well as to identify potential bottlenecks in the
supply chain network and to demonstrate the feasibility of smart ma-
rine shrimp assisted by OR techniques.

3 - Forecasting and inventory control with compound
Poisson demand using periodic demand data
Dennis Prak, Ruud Teunter, Mohamed Zied Babai, Aris
Syntetos, John Boylan

Although compound Poisson demand is a popular choice in the inven-
tory control literature and practice, there exists hardly any guidance
on obtaining its parameters from real demand data. Forecasting lit-
erature and software focus on predicting period or lead time demand,
which does not yield consistent estimates for the parameters of a com-
pound Poisson distribution. Standard statistical methods have severe
biases in finite samples (method-of-moments) and/or are not available
in closed form (maximum likelihood). The inaccuracies of current pa-
rameter estimators make inventory calculations flawed when a com-
pound Poisson distribution is fitted to periodic demand data, leading
to severe deviations from target service levels, and unnecessarily high
inventory costs. We propose a new, intuitive, consistent, closed-form
method-of-moments estimator that dominates in terms of estimation
accuracy and achieved service level. The new method estimates the
arrival rate using the fraction of periods without demand, and com-
bines this with the average of period demand to estimate the mean de-
mand size. We compare it to Croston’s method, the standard method-
of-moments estimator, and maximum likelihood in terms of estima-
tion bias and variance and inventory control performance. The new
method outperforms standard method-of-moments for intermittent de-
mand patterns and achieves results similar to those of maximum like-
lihood. Croston-based order levels are dramatically too high and over-
shoot the target fill rate. Period forecasting techniques as implemented
in software are therefore not suitable for inventory control based on
compound Poisson demand, and doing so leads to severe biases and
too high inventories.
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1 - Promotion planning optimization
Vittorio Maniezzo, Marco Antonio Boschetti

Retail trades greatly benefit from price promotions (promos), i.e., tem-
porary price reductions. The marketing literature on the topic is vast,
mainly under the heading "Trade Promotion Optimization", but not
much has been produced on the optimization of the schedule of pro-
motions of brands or items on long time horizons. There is a rich offer
of commercial packages to support these decisions, despite the rather
poor coverage in the optimization literature of the many, intertwin-
ing operational constraints that characterize actual applications. This
work proposes a model for retailer chains, focused beyond transac-
tional trade promotion management. It considers both manufacturers,
who provide products to sell, and retailers, who are responsible for
sales to the consumers. For each promotion, the manufacturer and
the retailer define two discounts, the sell-in discount and the sell-out
discount. The sell-in discount is the discount applied by the manu-
facturer to the retailer, whereas the sell-out discount is the discount
applied by the retailer to the consumer. Input data to the model are
derived from statistic analytics based on historical data, and yields the
expected baseline and the uplift (ratio between the average sales vol-
ume with and without a promotion) for each promo in each time period,
together with the different contributions to the uplift: cannibalization,
halo, promotional dip, forward buying, etc. Building on this, we pro-
pose a mathematical model of the effectiveness of a promotion plan
in the horizon of interest. Scheduling a promotional plan consists in
establishing the calendar, the discounts, and the mechanics of promo-
tions over the time horizon, where the mechanics are possible means
to enhance the simple price reduction, such as leaflets, hostesses, gifts,
extra-display, etc. A solution of the promotion scheduling problem
determines the number of promotions in the plan, and for each promo-
tion the starting and ending period, the sell-in and sell-out discounts,
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and its mechanics. A promo calendar specifies or permits to compute:
sell in dates, sell in estimated volume, sell in promo price, promo me-
chanics, sell out dates, sell out estimated volume, retailer promo cost,
retail price and retail margin. The main constraints we included in the
model are: minimum distance between promotions, maximum dura-
tion of each promotion, maximum number of promotions, minimum
distance between promotions with the same discount or mechanics,
maximum number of promotions with the same discount or mechan-
ics, cost of the promotions in relation to the allocated budget, forbidden
promotions in some periods. We developed a full mathematical model
and we compared different solution methods to solve instances of the
promotion planning problem of real world complexity and size, includ-
ing MIP, Dynamic Programming, Constraint Logic Programming and
a matheuristic algorithm, namely a F&B heuristic, which is essentially
an extension of beam search.

Who switches to the online sales channel?
Birol Yiiceoglu, Erkan Yonder

Advances in online shopping brought forward a research stream on the
multichannel sales and marketing. Most of the research on the topic
focuses on the effect of multichannel sales on customers, promotions,
price and overall sales of the company. There are also some studies
on the conversion of customers under the multichannel setting. In this
study, we focus on the customer conversion from physical to online
sales channel for Migros, one of the largest FMCG retailers in Turkey.
Migros operates its online channel through selected physical stores in
selected regions. We study the conversion patterns of customers from
physical to online channel on Migros stores that start to operate online
sales channel. We consider several stores that switch to multichannel
settings in various cities. We discuss the effect of the variables related
to customer’s shopping patterns from the store of interest, the penetra-
tion of product categories into customer baskets, discount propensity
and purchases from private label products and other special product
categories that may influence customer channel choice, such as baby
products. Our results suggest that a customer’s probability of convert-
ing to online store increases as the shopping ratio from the store of
interest, the number of product categories and the ratio of baby prod-
ucts in the basket increases.

The Influence of Product Cardinality on Recom-
mender Systems
Nicolas Haubner

Recommender systems are an established approach for automatically
suggesting potentially interesting products to customers in a personal-
ized fashion. In the research field, the most popular because most ac-
curate algorithm family is collaborative filtering, which only exploits
customers’ purchasing histories for generating new recommendations.
On the other hand, many companies have rich profiles about their cus-
tomers, consisting e.g. of demographic attributes, usage behavior, and
customer value. They analyze those profiles using more generic data
mining and machine learning methods such as regressions, decision
trees, or clustering in order to recommend products. While collabora-
tive filtering does not provide a natural way to incorporate more input
data such as customer profiles or item properties in addition to the pur-
chasing vectors, it is built to be able to deal with a high cardinality
in the response variable, which is the product a given customer will
purchase next. However, the more traditional methods, which are es-
tablished in the field of data analysis and often applied to analytical
customer relationship management, deteriorate in performance when
a certain amount of classes is exceeded. Linear methods for classifi-
cation, such as logistic regression, were originally designed for binary
output, although there exist extensions for multiple classes. Decision
trees are naturally able to handle more than two classes, but still de-
crease in accuracy for a high number of possible outcomes. Most com-
panies offer a high number of different products, ranging from tens
to thousands. This is the reason why specialized algorithms were de-
veloped for personalized recommendations instead of using the well-
known classification techniques. Algorithms for recommender sys-
tems have been shown to be more accurate although they do not gener-
ally use all available input data. In this work, we analyze the relation-
ship between the number of available items and the prediction accuracy
of different recommendation strategies, divided into data mining meth-
ods and specialized techniques for recommender systems. We aim to
find a threshold, depending on the dataset characteristics, of the car-
dinality in the response variable above which collaborative filtering is
distinctly more accurate and below which the additional input data us-
able in traditional classification methods makes them competitive and
possibly more accurate. We also investigate how product hierarchies
can be exploited for recommender systems. Intuitively, the higher the
hierarchy level we choose to predict, the more accurate, in relation to
collaborative filtering, data mining algorithms should be. Therefore,
we examine whether a hybrid recommender system which yields an

aggregation of (1) predictions from data mining methods on higher hi-
erarchy levels and (2) collaborative filtering on more granular levels
can improve accuracy over either of those methods alone.

Profit-Oriented Feature Selection: An Application in
Credit Scoring

Nikita Kozodoi, Stefan Lessmann, Konstantinos
Papakonstantinou

In credit risk analysis, one of the most important tasks is to decide
upon loan provisioning. Binary scoring systems are widely deployed
to support decision-making by extracting the systematic patterns from
data to predict applicants’ willingness and ability to repay debt. From
a computational perspective, the task to separate systematic customer
behavior from random variation becomes increasingly complicated in
high-dimensional data environments where hundreds of customer char-
acteristics are available. Feature selection aims at solving this problem
by removing irrelevant data, which can reduce computation time and
improve the learning accuracy.

Some recent studies criticized a widespread practice of using standard
performance measures such as AUC for evaluating the scoring mod-
els and suggested that relying on profit-based indicators may improve
the quality of the scorecards for businesses. Furthermore, a portion
of the data for risk scoring is usually purchased from third-party data
providers. An accurate evaluation of the value of purchased data is dif-
ficult because its value in the form of better decisions emerges only af-
ter a long period of doing business with the customer. These challenges
stress the importance of using value-oriented feature selection strate-
gies that identify the optimal subset of variables in a profit-maximizing
manner.

In this study, we develop a wrapper-based feature selection framework
that uses the Expected Maximum Profit measure (EMP) as a fitness
function. EMP was previously applied in binary classification prob-
lems in credit scoring and customer churn. The advantage of the pro-
posed feature selection approach is that it searches for variable sub-
sets that are optimal in terms of the business-inspired indicator, which
allows incorporating the profit-maximizing framework already on the
data preprocessing stage. To validate the effectiveness of our approach,
we conduct a set of empirical experiments on multiple real-world credit
scoring data sets using different wrapper algorithms. Our findings sup-
port the hypothesis that EMP-maximizing feature selection identifies
feature subsets that yield a higher expected profit compared to meth-
ods that optimize standard performance measures. Therefore, the re-
sults emphasize the importance of using profit-based metrics in feature
selection for improving the business-driven model development.
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Real options and performance-sensitive debt
Benoit Chevalier-Roignant, Alain Bensoussan

We consider a decision-theoretic setting where a firm decide on capac-
ity expansion—specifically, on when and by how much to expand its
production capacity. In contrast to the canonical model of the "option
to expand," we allow for an endogenous choice of the investment lump.
The firm’s operating strategy consists of selecting a time of invest-
ment, namely a stopping time, as well as choosing the extra capacity
lump added to its existing stock. This firm is not all equity-financed,
but is partly financed by a novel type of debt instruments theorized
and coined performance-sensitive debt (PSD) by Manso, Strulovici
and Tchistyi (2010). Debt financing induces here the possibility for
shareholders—to which benefits the management decides—to default
on their debt obligations in the spirit of Leland (1994). Our intent is
to investigate the impact of a debt-overhang on both the timing and the
size of the investment.

A Self-Excited Switching Jump Diffusion: properties,
calibration and hitting time.
Griselda Deelstra, Donatien Hainaut
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A way to model the clustering of jumps in asset prices consists in com-
bining a diffusion process with a jump Hawkes process. This paper
proposes a new alternative model based on regime switching processes,
referred to as a self-excited switching jump diffusion model (SESJD).
In this model, jumps in the asset prices are synchronized with changes
of states of a hidden Markov chain. The matrix of transition probabili-
ties of this chain is designed in order to approximate the dynamics of a
Hawkes process. This model presents several advantages compared to
other jump clustering models. Firstly, the SESID model is easy to fit to
time series since it can be performed with an enhanced Hamilton filter.
Secondly, the model explains various forms of option volatility smiles.
Thirdly, several properties about the hitting times of the SESJD model
can be inferred by using a fluid embedding technique, which leads to
closed form expressions for some financial derivatives, like perpetual
binary options.

Strategic R&D Valuation under Uncertainty, Irre-
versibility and Competitive Environments
Gordon Briest, Elmar Lukas

This paper considers the valuation of sequential R&D projects. In
particular we include all relevant options associated with the typical
stages, such as the R&D stage itself with options to abandon and con-
tinue, and, once the R&D is finished, the following stage of commer-
cialization with the option to market. A novel aspect of the paper is that
we investigate how the staged R&D project is affected by the compet-
itive environment thereby bridging research in the domain of strategic
management, corporate finance and real options.

Optimization models for multi-asset batch auctions
with uniform clearing prices
Tom Walther

In traditional continuous-time asset exchange mechanisms, orders are
typically collected in order books of two assets that are traded against
each other. A trade happens whenever a buy order of one asset is met
by a matching sell order, i.e., if there exists an exchange rate that sat-
isfies the limit prices stated in the respective orders. In a setting of
multiple tradeable assets, one separate order book is required for ev-
ery asset pair. This may, however, significantly limit liquidity for less
frequently traded asset pairs and lead to large bid-ask spreads and low
trading volumes. Moreover, it enables arbitrage opportunities across
asset pairs for professional traders.

By contrast, in our approach, we want to collect orders for a set of
multiple assets in a single joint order book and compute exchange
prices for all asset pairs simultaneously at the end of discrete time in-
tervals ("multi-asset batch auction"). Trades between the same asset
pairs are then all executed at the same exchange rate ("uniform clear-
ing price"). This mechanism enables so-called ring trades, where or-
ders are matched along cycles of assets. In order to exclude arbitrage
opportunities as described above, we require prices to be consistent
along such cycles, i.e., we want the exchange rates along every cycle
of assets to multiply up to 1.

In this talk, we will present mathematical optimization models for de-
termining uniform clearing prices in our multi-asset batch auction sce-
nario, show some computational results, and give an outlook on possi-
ble extensions.
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Long Range Planning for Connected Autonomous
Vehicles
Bobby Cottam, Gregory Parnell, Edward Pohl

As connected and autonomous vehicle (CAV) technology continues to
evolve and rapidly develop new capabilities it is becoming increasingly
important for transportation planners to consider the effects that these
vehicles will have on the transportation network. It is evident that this
trend has already started; over 60% of long-range transportation plans
in the largest urban areas in the United States now include some dis-
cussion of CAVs, up from just 6% in 2015. There are also numerous
CAV pilot programs currently underway that entail testing Vehicle to
Vehicle (V2V) and Vehicle to Infrastructure (V2I) interaction in both
isolated and real-world environments. In order to successfully plan
for CAVs current investments must consider the performance now and
the performance possible due to advances in technology in the future
design year. In order to understand how CAVs will impact the trans-
portation system, their behavior has been predicted so that it can be
incorporated into existing traffic models. This performance is very un-
certain, however, and each assumption and source of uncertainty prop-
agates throughout the modeling process, which is why it is important
to incorporate decision analysis techniques for handling uncertainty
when evaluating CAV performance. While an individual CAV is an
engineered system, the collection of CAVs, the technology that sup-
ports them, and the other transportation systems on the road, function
as a system of systems (SoS). SoS has been a recent area of focus
in systems engineering, and by analyzing the transportation system in
this way it enables the use of set-based design, tradeoff analytics, and
value-focused thinking to create better design options. Multiple objec-
tive decision analysis can then be applied to both CAV and traditional
transportation alternatives, to determine the set of optimal transporta-
tion investments. Many organizations are starting to consider how to
plan for CAVs, but the possible changes that they can have to eco-
nomic development, access, roadway capacity and travel demand make
the issue exceedingly difficult. This research assists in providing an
understanding of these relationships to help develop policy and guide
investment in transportation systems.

Activity-travel Behaviour in the Automated Vehicle-
era: A Mixed Integer Linear Model and lts Estimation
with Discrete Choice Techniques

Baiba Pudane, Yousef Maknoon, Sander van Cranenburgh,
Caspar G. Chorus

This paper proposes an optimisation model of the activity-travel be-
haviour in the Automated Vehicle (AV)-era and demonstrates how
model parameters may be estimated using discrete choice techniques.
Our approach improves on the most common approach in the travel be-
haviour literature, which reduces the size of a single travel time penalty
(i.e., disutility parameter) to reflect a lower travel burden thanks to
available on-board activities in the AV. However, a broad range of
available on-board activities may lead not only to the reduction of
travel burden but also to transfers of some activities from stationary
locations to the AV. Such activity transfers would free time within the
day, which could be used for more (or longer) activities and travel.
Activity transfers may also reduce the total travel, if all activities of
a given location can be performed on board. These possibilities can-
not be captured by the travel time penalty approach. We propose a
mixed integer linear model (MILM) that captures possible activity re-
arrangements in the AV-era. Individuals are assumed to maximise util-
ity by selecting activities and activity locations (stationary or on board
of the AV). The constraints ensure that activity-transfer and freed-time
effects are captured: the time spent in stationary activities and asso-
ciated travel should fit within a total time; the duration of on-board
activities should not exceed the travel times. In this way, our model
captures an interplay among stationary activities, on-board activities
and travel: stationary activities (yielding utility) generate a need for
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travel (reducing utility); travel enables on-board activities (yielding
utility); on-board activities may replace stationary activities. Next, we
transform the MILM to enable the estimation of its parameters - the
utility associated with different activities at different locations, disutil-
ity of travel, as well as the penalty for potential activity fragmentation
(splitting any activity among several stationary and/or on-board loca-
tions). The transformation consists of converting the hard constraints
of MILM into soft ones. This makes the model non-linear, but allows
to write it in a single line - as maximisation of the utility function
with penalties for constraint-violation. In this formulation, it is pos-
sible to use discrete choice techniques and the maximum-likelihood
principle to estimate model parameters. In our presentation, we will il-
lustrate the models with hard (MILM) and soft (MINLM) constraints,
as well as explain the procedure of parameter estimation. By combin-
ing techniques from micro-econometrics and operations research, our
approach helps to address a crucial policy question associated with the
introduction of the AVs: will more pleasant travel in the AVs lead to
more kilometres travelled? Our model acknowledges that kilometres
travelled is not an isolated indicator but a result of activity-travel pat-
terns before and after the introduction of AVs.
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1 - Real-time Planning for Smart Charging of Electric Ve-
hicle Fleets
Oliver Frendo, Nadine Gaertner

Electric vehicles (EVs) are on the rise. Their growing need for electric-
ity poses a challenge for both local infrastructures and the energy grid
as a whole. Undersized connection lines and a lack of charging stations
limit the number of EVs which can be charged concurrently. Com-
bined with peaking power demands there is a need for smart charging.
In company fleets, EVs accumulate for long stays in one location and
smart charging can utilize this planning flexibility.

The output of smart charging is a schedule which specifies which EVs
may charge, when and at which current. Different objectives can be
considered for smart charging. Cost minimization optimizes the sched-
ule with respect to electricity costs while peak shaving ensures an even
energy consumption over time. In this work we focus on cost mini-
mization.

Smart charging can be considered in different contexts such as the time
of planning. Day-ahead planning uses complete information about en-
ergy prices and EV arrival times and considers day-ahead energy mar-
kets. Real-time planning manages individual EVs at their actual time
of arrival and thus handles charging processes continuously. Here,
we focus on real-time planning, making use of day-ahead planning as
guiding information.

For day-ahead planning, we formulate a mixed integer programming
(MIP) model which takes into account infrastructure and EV con-
straints. Standard MIP solvers find optimal solutions for this model,
however with impractical computation times. In this work we use an
assignment heuristic to fix most integer decision variables and then
solve a submodel of the MIP.

For real-time planning, we describe and compare three approaches.
The status quo approach schedules every EV for charging directly after
arrival. The lookup approach retrieves the charging schedule for each
EV from day-ahead planning and applies the schedule without react-
ing to any changes. Lastly, we propose a schedule guided heuristic
approach which also looks up the charging schedule from day-ahead
planning but then adapts it in case of changes such as unexpected EVs
or deviating arrivals.

Simulation is used to compare the real-time planning smart charging
approaches. Historical data from a company fleet in Germany is used
to generate a charging infrastructure and EVs for simulation. Experi-
mental results show significant cost reductions of the guided heuristic
compared to the status quo.

To summarize, we present a two-step approach to address the fleet
charging problem. The first step consists of day-ahead planning. Re-
sulting charging schedules are used as input for the second step where

the proposed schedule guided heuristic is used for real-time planning.
In conclusion, the two steps describe a real-time smart charging ap-
proach which introduces load balancing and reduces energy costs.

Optimization of an e-bike-sharing-system with dy-
namic relocation
Christian Miiller, Jochen Gonsch

Over the last decades, the discussion about "green" mobility has con-
tinued to increase. Hence, the promotion of sustainable and carbon
free mobility alternatives becomes more and more popular. Bike-
sharing has been introduced in many cities, often by municipalities and
is nowadays an established alternative for other short-distance trans-
port systems. However, in cities with high elevations, the usual bike-
sharing systems face a severe problem. Resulting from an imbalance
of demand, the number of bikes at stations at elevated locations de-
creases during the day, while it increases at stations at lower locations.
This situation poses a challenge for the relocation process because high
numbers of bicycles have to be transported to the stations at elevated
locations in order to achieve a suitable starting point for the next pe-
riod. With the usage of e-bike sharing-systems, this problem can be
circumvented because e-bikes facilitate the mobility in elevated and
steep terrains. We consider an e-bike-sharing-system with given sta-
tions, demand and fleet size. We aim to optimize the station inventory
at the beginning of every period by planning the route of trucks relo-
cating the e-bikes. The relocation is active and dynamic. That is, in
every period there can be relocation by trucks operated by the provider
of the sharing system.

A Benders decomposition approach for the electric
location-routing problem
Hatice Calik, Ammar Oulamara

We consider a goods distribution system that utilizes electric vehicles.
‘We may need to use multiple vehicles as the capacity of a vehicle may
not be sufficient for serving the demand of all clients. We assume that
each vehicle is fully charged before their departure from the depot.
However, we may need to recharge them during their trips if the total
energy consumption to visit certain customers is larger than the bat-
tery level. Once a station is open, it might be visited multiple times by
any vehicle and the vehicles can be recharged at any amount, in other
words, partial recharging is possible. We do not impose any restrictions
on the types of stations or vehicles, therefore, we allow utilization of
slow or fast charging stations and of heterogeneous vehicles. We do
not consider time windows as the focus of our study is rather from
a strategical point of view. The problem is to decide on the number
and location of stations, the number of vehicles needed, the amount
of recharging needed for each vehicle, and the route(s) for visiting all
the clients. The objective function will minimize the total cost includ-
ing the variable cost of routing and recharging as well as the fixed
costs of opening stations and operating vehicles. Our problem can be
considered as an electric vehicle routing problem with location deci-
sions or an electric location-routing problem (ELRP) with a hetero-
geneous fleet, multi-type stations, multi-visit, and partial recharging.
We propose a new mixed integer programming formulation for this
strategic electric location-routing problem and develop a Benders de-
composition algorithm based on our formulation to solve the problem
optimally. We also introduce a greedy heuristic to start our Benders
algorithm with a better upper bound and a stabilization component to
improve the convergence speed of our algorithm.

Electric-Vehicle Routing with partial charging, flexi-
ble time windows and speed-dependent energy con-
sumption

Kerstin Schmidt, Felix Saucke, Thomas Spengler

In this contribution, an Electric-Vehicle Routing Problem (E-VRP)
with partial charging, flexible time windows and speed-dependent en-
ergy consumption is presented. This mixed-integer linear routing prob-
lem is based on a minimization of the costs of the travelled distances as
well as the delay times. This enables for the consideration of flexible
time windows, which allow an upward violation of the time windows.
Amongst others, the constraints of the model include a realistic rep-
resentation of the energy consumption and the charging as well as the
consideration of different priorities of the customers. The constraints
can be divided into three categories: The route constraints indicate the
typical vehicle scheduling restrictions. The time constraints include
the arrival and delay times of all nodes as well as the charging time at
the charging stations. The charging constraints ensure a sufficient state
of charge of the battery at all nodes. This model is used to derive rec-
ommendations for electric vehicle fleets of the criminal investigation
service at the police.
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A Heuristic Approach for Collaborative Pick Up and
Delivery Problems with Time Windows and Heteroge-
neous Vehicles

Cornelius Riither, Julia Rieck

Due to the increasing pressure of pricing on the transportation market,
small- and medium-sized freight forwarders have to develop solutions
to keep their competitive ability. In order to stay in the market, a pos-
sible and clever strategy is to affiliate in coalitions to collaborate in
transportation planning. In such coalitions, the participating freight
forwarders exchange uncomely transportation requests to reduce in the
long term the total fulfillment costs. In order so organize the exchange
process, a central procedure or a decentral collaboration framework
(DCF) can be used. In a central framework, the overall information of
all requests must be known, and a central entity optimizes the trans-
portation plans over all participants of the coalition. Since the request
information is a sensitive property for the acquiring freight forwarder,
the common approach for the request exchange is a DCF in which each
participant optimizes its transportation plan itself and decides which
request shall be exchanged.

In this contribution, we consider less-than-truckload freight forwarders
for the transportation planning that may have different vehicle capac-
ities due to the considered company sizes. The capacitated vehicles
must be routed to satisfy a set of transportation requests between ori-
gins and destinations. Each route starts and ends at an assigned depot
and ensures pairing and precedence constraints for requests. Addi-
tionally, time windows respect the time at which pickup and delivery
locations must be visited. Such a problem can be modelled as a Pick
Up and Delivery Problem with Time Windows and Heterogeneous Ve-
hicles (PDPTWHYV). We present a DCF in which the transportation
planning is done heuristically, whereas the winner determination for
the combinatorial Vickrey auction will be solved exactly. To analyze
our results, we use well-known PDPTW datasets, which we extend by
the data of heterogeneous fleet sizes. For evaluation, we compare the
solution of the DCF with the individually planned transportation plan
as an upper bound and the central collaborative transportation plan,
which is modelled as a Multi Depot PDPTWHY, as a lower bound.

Adaptive large neighborhood search for the com-
modity constrained split delivery VRP

Wenjuan Gu, Diego Cattaruzza, Maxime Ogier, Frédéric
Semet

In this work we study a commodity constrained split delivery vehicle
routing problem (C-SDVRP) where customers require multiple com-
modities. In the C-SDVRP, the vehicles are flexible and can deliver any
set of commodities, and a customer who requires multiple commodi-
ties can be delivered by different vehicles. However, when a commod-
ity is delivered to a customer, the entire required amount is handed
over. This problem arises when customers require several commodi-
ties and they accept that commodities are delivered separately, but for
convenience they require that each commodity is delivered only once.
For example, in delivery of fresh fruits and vegetables to catering, com-
modities can easily be mixed into the same vehicle, and splitting the
delivery of an individual commodity is not acceptable.

The C-SDVRP is to find a solution that minimizes the total transporta-
tion cost and that involves two related decisions such as finding a set
of vehicle routes that serve all customers and to select the commodi-
ties that are delivered by a vehicle route to each customer. Moreover,
each solution must be such that: (1) each route starts and ends at the
depot; (2) the total quantity of commodities delivered by each vehicle
does not exceed the vehicle capacity; (3) each commodity requested by
each customer must be delivered by a single vehicle; (4) the demands
of all customers need to be satisfied.

This work aims at proposing an efficient heuristic to tackle medium and
large sized C-SDVRP instances. To this end, we propose an adaptive
large neighborhood search (ALNS) heuristic taking into account the
specific features of the C-SDVRP. A C-SDVRP instance can be trans-
formed into a CVRP instance by replicating each customer as many
time as the required commodities, but this produce many equivalent

solutions when exchanging commodities of the same customer. In or-
der to avoid that, the proposed method explicitly takes into account the
customer location associated to a commodity.

The proposed method relies on the ALNS algorithm and we apply
some removals and insertions heuristics to the C-SDVRP. To improve
a solution, we adapt existing local search (LS) operators in order to
deal with a customer as a whole (i.e., with the whole demand he/she
requires) or only as a part (i.e., with a single commodity he/she re-
quires). Moreover, in order to further improve the quality of a new
global best solution, mathematical programming based operator that
reassigns commodities to routes is developed.

Computational experiments have been performed on benchmark in-
stances from the literature. The results confirm the efficiency of the
algorithm. We provide a large number of new best known solutions
for medium and large sized instance with up to 100 customers and 3
commodities, within a short computing time.

An iterated tabu search for the vehicle routing prob-
lem with multiple compartments and last-in-first-out
unloading
Felix Tamke

We study a variant of the vehicle routing problem with multiple com-
partments in which compartment sizes are flexibly adjustable in dis-
crete steps. Additionally, a last-in-first-out unloading policy has to
be considered since rearranging of cargo on the load bed is prohib-
ited. This problem occurs as a special case at a German food retailer
that has to supply a large number of hypermarkets on a daily basis.
Transported products are divided into several categories based on the
transport temperature. Due to these different temperatures, it is ex-
pedient to use trucks with multiple compartments. Moreover, the re-
tailer engages various forwarders for transportation. Forwarders are
paid according to pre-negotiated tariffs based on the different product
categories. This leads to a cost function which differs a lot from the
common distance minimization. We propose an iterated tabu search
with two different perturbation mechanisms to solve this challenging
vehicle routing problem. Various computational experiments with real
data from the retailer are performed to assess the performance of our
algorithm. Comparisons with results obtained by employing a mixed
integer program and solving this with a commercial solver show that
the iterated tabu search consistently produces high quality solutions.

A large neighborhood search metaheuristic for the
vehicle routing problem with multiple time windows
Hendrik Schaap, Maximilian Schiffer, Michael Schneider,
Grit Walther

Within an era of growing e-commerce and home deliveries, user-
centered logistics that allow for a high customer satisfaction gain in
importance. In this context, offering short and precise delivery time
windows to customers remains one of the most critical issues that heav-
ily affects the customer’s satisfaction. Herein, a goal conflict between
a logistics provider’s operational flexibility and the offered time win-
dows exists. To facilitate an optimal planning of a logistics fleet that
operates within this context, an algorithmic framework that is capable
of handling multiple time windows is necessary. Such a framework
allows to allocate delivery time slots to customers and thus to reduce
the customers’ latency at home. Against this background, we study the
Vehicle Routing Problem with Multiple Time Windows (VRPMTW)
that determines a set of optimal routes such that each customer is vis-
ited once within one out of several given time windows. Solving the
VRPMTW helps to create feasible route plans for a logistics fleet and
to estimate a convenient delivery time window for each customer. We
present a large neighborhood search (LNS) based matheuristic which
is enhanced by a dynamic programming (DP) procedure. Herein, the
DP enhances our algorithm by a non-trivial optimal assignment of time
windows for each customer on a route. Besides, we present computa-
tionally efficient move descriptors for the used (local) search operators.
We evaluate the performance of our algorithm on the Belhaiza instance
set and find new best known solutions for 20 out of 49 instances.
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A MILP Model for the Customer Order Scheduling
Problem In Flexible Flowshop Environment
Aydin Sipahioglu, Alper Aladag

It is a very important issue to meet the customer orders on time in
the real manufacturing environment. In the literature there, many pa-
pers about FFESP but most of them are about makespan or other objec-
tives. This study addresses FFSP from the Customer Order perspective
and presents a new time indexed mixed integer linear programming
model (MILP) for the Customer Order Scheduling Problem (COSP) in
flexible flowshop environment. In the problem, there are a number of
customer orders having different due dates and priorities. There are
products in various quantities from different product types in each or-
der. In the shop, there are a number of stages and parallel machines in
each stage. The objective is to minimize total weighted order tardiness.
The model is defined and explained, test problems are generated and
showed efficiency of the model in that test problems. It is showed that
the proposed MILP model reach optimum solution for the small size
problems and produces good lower bounds for the large scale prob-
lems.The results show that proposed MILP model efficient and can be
used to obtain good lower bounds for the problem.

Assigning Students to Schools for an Internship
Michael Stiglmayr, Kathrin Klamroth, Simon Gortz

Every student in North Rhine-Westphalia, Germany, studying to be-
come a teacher, has to do a semester of practical courses at a school. In
order to assign students to schools and satisfy the requests of the stu-
dents, without exceeding capacity limitations of the schools, the prob-
lem is modeled as a discrete, assignment-like optimization problem
and solved to optimality. Every student can select a priority list of five
schools, where he wants to do his internship. To avoid arbitrary assign-
ments in the case that a student can not be assigned to one of its priority
choices, every student additionally selects a location, where the school
for the internship should be close by. Thus, we obtain a composite ob-
jective function, maximize the number of satisfied requests and if none
of the requests of a student can be fulfilled minimize the distance of
the assigned school to the selected location. Since students study two
major subjects, a school has to provide capacity in both of them to be a
candidate for a feasible assignment. An additional requirement comes
from the fact that students have to attend seminar courses in the respec-
tive subjects in parallel to their internship. These courses are associated
with costs which form, depending on the model formulation, another
set of capacity constraints or a second objective function. Overall we
yield a specific kind of assignment problem, which can be represented
by a multi-commodity flow network. Alternative formulations, some
theoretical results and computational results of this practically applied
problem are presented.

Skid-Trail Location Problem in Forestry based on the
Set Cover Problem
Martin Matke, Bastian Sander

There are many publications on routing of forest machinery on exist-
ing tracks, and the design of new forest road networks. However, to
the best of our knowledge, less attention has been paid to the planning
of skid trails. Skid trails are small tracks, used to harvest trees with
special machinery.

The careful design of the skid trails is important for seeking a sustain-
able balance between their economic and environmental impact. A too
sparse network complicates the harvesting process and significantly
increases harvesting costs. A too dense network leads to unnecessary
loss of effective area. Once a skid trail is generated, the affected soil
is compacted for decades. This underlines the importance of the prior
planning.

The design of the skid-trail network is far from trivial, due to a variety
of contradictory planning criteria. The trails run preferably parallel to
each other with an optimal pairwise distance of 21m and an orienta-
tion orthogonal to the local main wind direction. On plain land, these
targets are easy to accomplish. However, in most of the practical cases

a lot of obstacles such as creeks, rocks, steep slopes, and other natural
features as well as man-made barriers force the planer to deviate from
the optimal spacing and orientation.

We tried to build a mathematical optimization model to support the te-
dious planning process. We narrowed the set of planning criteria to the
orientation of and the distance between trails, as well as the avoidance
of obstacles. The resulting model is inspired by the set cover problem
with additional constraints.

The coordinates of a polygonal area and polygonal obstacles define
an instance of the problem. We discretize the area to be developed
and the surrounding roads. The discretized roads lead to a finite num-
ber of pairs of discretization points. For each of these pairs, a pre-
processing algorithm determines, whether the pair defines a possible
skid trail (valid orientation, not interrupted by an obstacle etc.).

From the resulting set of possible skidding trails, the model tries to find
a subset, such that each point in the area can be harvested (distance be-
tween point and a selected trail less than 12.5 m) and no two selected
trails are closer than 20 m. In the process of selecting trails, our model
tries to minimize the selected overall length, and to minimize the devi-
ation from the optimal orientation and the optimal pairwise distance.

The initial results of the developed multi-objective MILP had perfor-
mance issues and difficulties arising from a myriad of possible area
shapes. At least the former part can be addressed by relaxing some of
the binary decision variables without affecting model correctness. The
latter part seems harder to resolve.

4 - Decision Support for Political Districting
Sebastian Goderbauer, Marco Liibbecke

Electoral districts are of fundamental importance in several democratic
parliamentary elections. Voters of each district elect a number of repre-
sentatives into parliament. The districts form a partition of the electoral
territory, thus each part of the territory and its population is represented
in parliament. The design, and in particular the re-design of electoral
districts is a regular task in preparation for elections. Each district
must have a certain level of population balance, so population shifts
often trigger this re-design, enforced and restricted by laws and rules.
The districting plan is frequently debated by politics and public. The
(re-)design of electoral districts can be formulated as a (multi-criteria)
optimization problem — the political districting problem (PDP). De-
pending on the application, different criteria are considered in PDP, e.
g., continuity of the districting plan, conformity with administrative
boundaries. Basic constraints of PDP are contiguity of each electoral
district and range constraints for district’s population. PDP is NP-hard
in general. After mathematizing legal requirements and the quantifi-
cation of their observance, we developed optimization-based methods
for PDP using mixed-integer programming. Our solution methods are
implemented in a ready-to-use decision support system based on a ge-
ographic information system. On the one hand, the presented software
tool provides descriptive analytics together with the feature to modify
electoral districts by hand. On the other hand, optimal decision alter-
natives are delivered by means of mathematical optimization and can
be considered by the user of the geovisual decision support system.
We report on what officials have to say about our software tool and
how we actively participate in ongoing discussions regarding present
districting issues.

B WC-05
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1 - Adaptive Algorithmic Behavior for Solving Mixed In-
teger Programs Using Bandit Algorithms
Gregor Hendel, Matthias Miltenberger, Jakob Witzig

State-of-the-art solvers for mixed integer programs (MIP) govern a va-
riety of algorithmic components. Ideally, the solver adaptively learns
to concentrate its computational budget on those components that per-
form well on a particular problem, especially if they are time consum-
ing. We focus on three such algorithms, namely the classes of large
neighborhood search and diving heuristics as well as Simplex pricing
strategies. For each class we propose a selection strategy that is up-
dated based on the observed runtime behavior, aiming to ultimately
select only the best algorithms for a given instance. We review several
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common strategies for such a selection scenario under uncertainty, also
known as Multi Armed Bandit Problem. In order to apply those ban-
dit strategies, we carefully design reward functions to rank and com-
pare each individual heuristic or pricing algorithm within its respective
class. Finally, we discuss the computational benefits of using the pro-
posed adaptive selection within the scip Optimization Suite on publicly
available MIP instances.

Polyhedral Handling of Symmetries in Integer Pro-
grams
Marc Pfetsch, Christopher Hojny

The presence of symmetries in integer programs is well known to
hurt the performance of branch-and-cut methods and several symme-
try handling methods have been proposed. In this talk, I will discuss
polyhedral ways to handle such symmetries. This is accomplished by
considering the convex hull of all lexicographic maximal points in each
orbit. While a complete description of these polytopes is only known
for special symmetry groups, one can use their structure to construct
efficiently solvable integer programming formulations. Computational
results with the framework SCIP will show that this approach is com-
petitive with the state-of-the-art methods based on pruning the tree and
sometimes superior.

Novel Strategies for Cut Selection in SCIP
Robert Lion Gottwald

The selection of cutting planes is important for the performance of
modern branch-and-cut-based MIP solvers. We introduce a novel mea-
sure to estimate the quality of a cutting plane by using information
about feasible solutions found during the solving process. Its use-
fulness for guiding the selection of cutting planes is demonstrated
by computational experiments with SCIP, one of the fastest MIP and
MINLP solvers available in source code.

Exploiting Degeneracy in Gurobi 8.0
Tobias Achterberg

Mixed integer programs arising from practical applications typically
feature highly degenerate solutions to their LP relaxation. Conse-
quently, these LPs have multiple optimal solutions, often both in the
primal and the dual space. This degeneracy is arguably the main rea-
son for performance variability of LP based MIP solvers.

In recent years, various authors have investigated different aspects of
LP degeneracy in MIP solving. One line of research is to try to exploit
degeneracy in order to improve the performance of MIP solvers or to
reduce the solvers’ variability. Examples are Zanette’s, Fischetti’s, and
Balas” work on using the lexicographic simplex for Gomory cuts, the
"pump reduce" step in CPLEX, or the "degenerate reduced cost fixing"
implemented in the SAS/OR solver. Most recently, Bajgiran, Cire, and
Rousseau presented a more systematic way to pick dual optimal LP
solutions in order to improve reduced cost fixing.

This talk explains various methods implemented in Gurobi 8.0 to ex-
ploit LP degeneracy in order to speed-up the MIP solving process.
Computational results assess the practical impact of the various tech-
niques.
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Logistics networks with intermediate stops - Design-
ing innovative and green solutions
Maximilian Schiffer

Current challenges and future requirements for logistics networks like
tremendous growth in small package shipping and extremely ambitious
ecological targets at global and local level call for more flexibility,
efficiency, and sustainability in logistics. Herein, logistics networks
with intermediate stops constitute a promising concept to realize these
goals, as they allow for freight replenishment in-between service stops
to use smaller vehicles, for multimodal transportation in city logis-
tics, and for recharging electric commercial vehicles (ECVs) en-route.

Against this background, this dissertation focuses on the strategic de-
sign and operation of logistics networks with intermediate stops. Re-
garding its methodological contribution, it introduces a new class of
location-routing problems (LRPs), the LRP with intra-route facilities
(LRPIF), for the design and operation of such networks. It further
presents a generic and competitive algorithmic framework for LRPIFs,
but also for 14 different classes of vehicle routing problems with in-
termediate stops. This algorithmic framework represents a new state
of the art in terms of solution quality, computational performance, and
usability as it can be applied to a large variety of LRPIFs and VRPISs
without additional tailoring. Moreover, these approaches are applied to
a real-world case on the deployment of ECVs in mid-haul transporta-
tion. Accordingly, this dissertation derives deep managerial insights
for fleet operators to foster the adoption of ECVs in logistics networks
and thus helps to realize sustainable modes of transportation.

Branch-and-Price-and-Cut Algorithms for Two Vehi-
cle Routing Problems
Ann-Kathrin Rothenbécher

This presentation deals with new exact branch-and-price-and-cut algo-
rithms for the solution of two variants of the well-known vehicle rout-
ing problem. In both cases, the focus lies on the effective solution of
the pricing problems with labeling algorithms. In the truck-and-trailer
routing problem (TTRP), the vehicle fleet consists of truck-and-trailer-
combinations. Some customers are not accessible with a truck-and-
trailer combination, but can however be serviced by one if the trailer
is previously parked at a suitable location. In a first extension, the
planning horizon comprises two days and customers may be visited ei-
ther on both days or only once, in which case twice the daily supply
must be collected. A second extension incorporates load transfer times
depending on the quantity moved from a truck to its trailer. In the
periodic vehicle routing problem with time-windows (PVRPTW), cus-
tomers require one or several visits during a planning horizon of sev-
eral periods. The possible visiting patterns (schedules) per customer
are limited. In the classical PVRPTW, it is commonly assumed that
each customer requires a specific visit frequency and allows all cor-
responding schedules with regular intervals between the visits. In the
new version with flexible schedule structures, we permit the choice of
the service frequency and also irregular schedules. Both problems are
tackled with specialized branch-and-price-and-cut algorithms, which
make use of the inherent symmetries. The effectiveness of the algo-
rithms is demonstrated with extensive computational studies.

Robust Evacuation Planning for Urban Areas
Marc Maiwald

The main task of evacuation planning is the guidance of the evacuees
through the street network to reduce casualty risks and increase the
performance of the evacuation process. Usually the capacities of the
street network are assumed as in daily-traffic. However, such rare and
unique situations induce disaster-related or traffic-related factors which
affect the capacities of the street network negatively. The contribution
of this work lies in designing a deterministic optimization model that is
more robust against these capacity uncertainties. Therefore, we adopt
an idea that has already been successfully applied to robust network
design: The robustness of the street network is enhanced by a better
utilization of the available network capacities and by reducing interde-
pendencies in the network. Thus, evacuation performance (e.g., the to-
tal evacuation time) is not our only objective and we are willing to sac-
rifice some of it to enhance the robustness in the face of unpredictable
capacity disruptions. A new innovative bi-objective evacuation model
and individual solution methods are presented. These methods and the
new robust concept are evaluated in an extensive computational study.

Exploiting structure in non-convex quadratic opti-
mization
Jonas Schweiger

The amazing success of computational mathematical optimization over
the last decades has been driven more by insights into mathematical
structures than by the advance of computing technology. In this talk,
we focus on work on non-convex quadratic programs and show how
problem specific structure can be used to obtain tight relaxations and
speed up Branch&Bound methods.

We contribute in several ways: First, we establish a new way to han-
dle missing linearization variables in the well-known Reformulation-
Linearization-Technique (RLT). Second, we study the optimization of
a quadratic objective over the standard simplex. These basic structure
appears as part of many complex models. Exploiting connections to
the maximum clique problem and RLT, we derive new valid and strong
inequalities. Third, we strengthen the state-of-the-art relaxation for the
Pooling Problem, a well-known non-convex quadratic problem, which
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is, for example, relevant in the petrochemical industry. We propose a
novel relaxation that captures the essential non-convex structure of the
problem but is small enough for an in-depth study. All our finding are
backed by extensive computational studies.
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1- Data analytics for trajectory selection and
preference-model extrapolation in the European
airspace
Carlo Lancia, Luigi De Giovanni, Guglielmo Lulli

In this talk, we validate a data-driven approach to the extrapolation
of airlines preferences in the European airspace. Consider an origin-
destination airport couple: why does airline A typically fly a route dif-
ferent from the trajectory usually chosen by airline B? Using a range of
data analytics machinery, we show how this question can be precisely
formulated; we also outline an answer by demonstrating how to model
airline preferences in the planning phase, i.e. up to three hours prior
the flight departures. Including airline preferences in Air Traffic Flow
Management (ATFM) mathematical models is becoming of high rele-
vance. These models aim to reduce congestion (en-route and at both
departure and destination airports) and maximize the Air Traffic Man-
agement (ATM) system efficiency by determining the best trajectory
for each aircraft. In this framework, the a-priori selection of possible
alternative trajectories for each flight plays a crucial role. In select-
ing a route among a set of alternatives, one should consider factors
like route length, duration, operation time, en-route charges, fuel con-
sumption, etc.; some of these are not always fully known. Moreover,
quite often the actual operated route is different from the planned one
because of weather conditions, congestion, direct routes available at
flight time etc. Our solution is to use, in an unsupervised machine
learning context, initial trajectories queried from EUROCONTROL
DDR?2 data source. Trajectory clustering forms route groups that are
homogeneous with respect to known (3D geometry of the trajectory,
time) and partially known or unknown factors (en-route charges, fuel
consumption, weather, etc.). Association between grouped trajectories
and potential choice-determinants are successively explored and eval-
uated, and the predictive value of the determinants is finally validated.
For a given origin-destination pair, this ultimately leads to determining
a set of flight trajectories and information on related airline preference
and priorities.

2 - Integrated optimisation for descent trajectory opera-
tions and airport runway assignment
Luis Cadarso, Raiil de Celis, Adridan Barea

Continuous descent approach (CDA) aims at reducing fuel consump-
tion and noise compared to other conventional descents. Instead of
approaching an airport in a stairstep fashion, CDA allows for a smooth
descent to landing. The descent profile depends on initial and final po-
sitions of aircraft, which depend on the followed route during the flight
and the assigned landing runway, which in turn depends on airport con-
gestion and/or avialability. This work develops an optimization model
for the management of approach and landing operations in airports, de-
ciding on runway assignment and approach trajectory. The proposed
scheme leads to a mixed integer non-linear model which is difficult to
be solved. Therefore, a Benders decomposition is proposed. On one
hand, the master model deals with runway assignment, making use
of a set of binary variables. On the other hand, the sub-model deals
with the trajectory calculation problem, minimizing fuel consumption
and complying with noise constraints. Realistic computational experi-
ments based on real airport operations are presented.

3 - Is the Boarding Process on the Critical Path of the
Airplane Turnaround?
Simone Neumann

One of the effects of increasing cost pressure in airline industry is that
airlines strive to realize short turn-around times, i.e., to let the airplanes
stay at the gates between flights only as long as necessary. Associated
with this is the reduction of the airplane boarding time, which accounts
for a large part of the turn-around time. Most of the scientific literature
in this area assumes that the boarding process is on the critical path
of the turn-around, at least in sufficiently many cases. The aim of the
study at hand is to analyze this assumption empirically. In a field study,
we manually collected data of short- and medium-haul flights at a large
European airport and analyzed them by performing statistical hypoth-
esis testing. Our results indicate that boarding is on the critical path
of the airplane turn-around. Hence, when aiming to reduce airplane
turn-around time, the focus on the boarding time is reasonable and air-
lines are recommended to optimize the processes that are related to the
boarding procedure.

4 - Exploring stability of solutions for Data Envelopment
Analysis of air-navigation service efficiency
Steffen Hoffmann, Andreas Dellnitz, Andreas Kleine

The rising air traffic volume in Europe, and beyond, is demanding.
Accordingly, the need for safe but also efficient air traffic manage-
ment asks for approaches to evaluate service productions by more than
just univariate measures. Data Envelopment Analysis (DEA) is a non-
parametric method to evaluate the efficiency of organizations and pro-
cesses, considering multivariate data in this assessment. As almost
all DEA applications in the field of air transport refer to airports or
airlines as complete units, we concentrate on air navigation services
providers (ANSPs), aiming to find an adequate instrument for regula-
tion purposes. In this contribution, first, we focus on the approach and
departure phases where the set of DMUs comprises 32 major European
airports. The Performance Review Unit of EUROCONTROL provided
all data. After applying a DEA, we determine graphical projections of
the initial results by Multidimensional Scaling. Consequently, possible
interpretations of underlying latent variables will then be given. How-
ever, DEA is based on linear programming, and hence might be subject
to alternative optima. Therefore, in the second step, we face the prob-
lem of multiple optimal solutions in DEA and study the effects on the
stability of respective graphical projections.

B WC-08
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1 - Emergency Department Nurse Scheduling in a Ger-
man Hospital
Jan Schoenfelder, Steffen Netzband

The current nursing shortage coupled with a continuously growing
number of care-dependent patients necessitates efficient and effective
planning and scheduling of available nursing staff. From a medical
perspective, nurse staffing levels should be sufficiently high to assure
adequate treatment. From a provider perspective, budget concerns
and employee satisfaction need to be considered as well. In a large
emergency department that faces highly volatile patient demand levels
both in quantity and quality, matching supply and demand by means
of scheduling becomes an especially challenging problem. Our mod-
eling approach introduces an adjusted nurse-to-patient ratio (ANPR)
to capture expected hourly nurse utilization rates in a shift assign-
ment problem. Further incorporating legal work time and qualifica-
tion constraints as well as employee shift requests, the model allows
us to significantly improve on existing, manually generated schedules
in one of Germany’s largest emergency departments with respect to
balanced nurse utilization rates, granted shift requests, and higher ex-
pected ANPR minima. Finally, we also investigate the potential gains
that could be achieved by redesigning the shift structure currently used
at our practice partner.

2 - A Column Generation Approach to Flexible Nurse
Scheduling
Markus Seizinger, Jan Schoenfelder, Jens Brunner
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Nurse schedules typically contain assignments over a month and are
created multiple months in advance. These schedules are usually de-
signed to cover demand forecasts based on historical observations.
Workforce-related inputs include information about nurse availability,
shift preferences and nurse qualifications. Such schedules do not incor-
porate possibilities of flexible reassignments of qualified nurses that al-
low daily readjustments in response to unexpected patient demand fluc-
tuations. To overcome this issue, a pool of float nurses could be imple-
mented. This pool consists of experienced nurses who can be assigned
to one of several medical departments on short notice. The scheduling
task for these float nurses is to decide on their working shifts in ad-
vance. The research questions are: How and when should the hospital
take advantage of flexible nurse scheduling to reduce the negative ef-
fects of hospital overcrowding and demand fluctuations, while provid-
ing high quality patient care and consideration of nurse satisfaction?
Also, how large must the float nurse pool be to be able to take ad-
vantage of additional flexibility? We model the described problem as
Multi-Stage Stochastic Problem and translate it into its’ deterministic
equivalent by discretization of possible patient demand realizations. To
cope with the size of the resulting MIP, we decompose it into a Master
Problem and a set of Subproblems according to Dantzig-Wolfe. This
decomposition is solved using Branch-and-Price. A multifactorial test
using real data is conducted and initial results are presented.

3 - Annual scheduling for anesthesia medicine resi-
dents in task-related programs with a focus on con-
tinuity of care
Sebastian Kraul

This research presents a new model for constructing annual schedules
for medical residents based on the regulations of a German teaching
hospital as well as the program restrictions of the German Medical
Association. Since resident programs of physicians do not only vary
between disciplines but also between countries, it is essential to eval-
uate the main characteristics of the program. The main difference be-
tween the already well-studied resident programs in the US and the
one of this research is the task-related structure. Residents need to per-
form different interventions several times to become specialists. This
study will focus on Germany since there was a judgment in 2015 that
hospital management needs training schedules guaranteeing the suc-
cess of the resident program in time. Therefore, a new formulation
of a tactical resident scheduling problem is presented. The problem
is formulated in two stages considering the total number of interven-
tions, equal progress in training as well as continuity of care. As the
second stage of our formulation is a quadratic program and even by
linearization standard solvers are not able to generate high-quality so-
lutions within 24 hours, a genetic algorithm using standard crossovers
is developed for the second stage constructing annual schedules for an
existing stock of residents. We evaluate our algorithm by comparing
the solutions of the genetic algorithm and the solver with a real-world
situation of a German training hospital from 2016.

4 - Analysis and optimization of personnel scheduling
planning for medical radiation technicians
Jakob Heins, Sebastian Kraul, Jan Schoenfelder, Jens Brunner

The ongoing workforce shortage and the increasing expenditures in
hospitals lead to difficult tasks for hospital management. Especially in
personnel scheduling, it is crucial to utilize advanced approaches sup-
ported by operations research methodology, because an optimal sched-
ule can increase service quality and reduce overtime as well as wage
costs. In this study, we develop a combined shift design and workplace
assignment problem that handles workstation rotation requirements.
The goal is to find the optimal plan to minimize over- and understaffing
for a given workforce. Due to the complexity of the program, we solve
the problem with a column generation heuristic. We use real-world
data from a radiology department and schedule medical radiation tech-
nicians. We provide insights how this approach can be beneficial for
schedules with pre-defined shifts. Furthermore, the effects of allowing
or requiring workstation switchovers are discussed and evaluated.
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Estimators for capacity, distance and operation time
for cargo-sharing applications in urban delivery
Bernd Nieberding

Urban delivery is a proper field for a sustainable implementation of
electric mobility. For practical applications the range and economic
efficiency of electric vehicles plays a crucial role. To this, new op-
erational concepts for electric vehicles are necessary and, as a conse-
quence, a redesign and optimization of the existing logistic chain. On
one hand, this implies dispatching with new types of vehicles such as
cargo cycles or mobile depots. On the other hand, new business mod-
els are necessary to extend the utilization of the vehicle capacity and
operation time. Main goal of these new models has to be a spreading
of the higher capital costs of electric vehicles on a greater number of
heads and services to benefit from their lower operational costs, with
the aim of minimizing the total costs of the provided services.

The field of sharing economy offers two promising approaches, so-
called shared-use and cargo-sharing. The concept of shared-use is
strongly related to the well-known concept of car-sharing. While in
usual car-sharing models the user is an invididual person, shared-use is
a cross-company sharing of vehicles for services of different branches
with complementary operation times in subsequent shifts. Cargo-
sharing aims to the problem of unused load capacities in urban-delivery
and is also a result of a lack of information transparency between dif-
ferent service providers. In this context, cargo-sharing means the ex-
ploitation of available freight capacities of a vehicle belonging exclu-
sively to one service provider with transport request from another one.
The major factors limiting the application of cargo-sharing are the load
capacity of the vehicle, driving range (especially for electric vehicles)
and the working time of the delivery agent.

In this talk we will describe estimators for the load capacity of the ve-
hicle, distance and the operation time of each tour. These estimators
are based on the actual delivery-waypoint on the tour route, elapsed
operation time or current load capacity state. Then, these informations
are included into an optimization model to add new incoming transport
requests along the route trajectory in real-time to spread the fixed costs
of the vehicle on more productive kilometers.

A Set Cover based heuristic for the Two-Echelon Ve-
hicle Routing Problem
Youcef Amarouche, Rym Guibadj, Aziz Moukrim

Multi-echelon distribution systems are very common in City Logis-
tic context. In two-echelon systems, goods are not directly delivered
to customers, but instead have to transit through intermediate facili-
ties called satellites. Goods are first moved from the main depot to
the satellites using large trucks, then shipped from the satellites to the
customers using smaller vehicles. The problem of determining how
to efficiently route goods at both levels simultaneously, is called the
Two-Echelon Vehicle Routing Problem (2E-VRP). In this paper, we
propose a new hybrid heuristic method for solving the 2E-VRP that
relies on two components: a neighborhood search heuristic to explore
the search space and discover interesting routes, and a Set Cover model
that combines the discovered routes into high-quality solutions. Such
an approach was applied to the VRP by Rochat et al. [1] as a post-
optimization technique and was later adapted to other vehicle routing
problems such as the 2E-VRP [2]. However, our current proposal is
different in two key features. First, unlike precedent works that relied
on a Set Partitioning formulation of the problem, we use a Set Cover
(SC) formulation that allows more possible combinations while choos-
ing the routes. Second, instead of using the SC as a refinement, we
embed it into an iterative framework as a mean to find better solutions
that were missed by the neighborhood search and to faster lead the
algorithm towards promising regions of the solution space. Computa-
tional experiments on the standard benchmark of the 2E-VRP show the
competitiveness of our approach. Our algorithm consistently achieves
high quality solutions while requiring less running time compared to
other methods from the literature. Furthermore, it was able to improve
the current best known solutions for several large scale instances. Ref-
erences [1] Y. Rochat and E. D. Taillard, "Probabilistic diversification
and intensification in local search for vehicle routing," J. Heuristics,
vol. 1, no. 1, pp. 147-167, Sep. 1995. [2] K. Wang, Y. Shao, and
W. Zhou, "Matheuristic for a two-echelon capacitated vehicle routing
problem with environmental considerations in city logistics service,"
Transp. Res. Part D Transp. Environ., vol. 57, pp. 262-276, Dec.
2017.
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Sustainable Urban Freight Transportation: Routing
Analysis Considering Accidents Impacts, Fuel Con-
sumption and Polluting Emissions

Javier Faulin, Lorena Reyes-Rubiano, Angel A. Juan

Recently urban freight transport is more frequently performed and in
bigger quantities, therefore it is considered as vital artery for cities eco-
nomic growth. However, some stakeholders’ particularities and city lo-
gistics dynamics influence the freight flow and the distribution process
efficiency in city centers. In addition, the transport activities have gen-
erated negative impacts which motivate the consideration of the trans-
port efficiency from a sustainability perspective. This paper provides
a mathematical model which defines distribution routes taking into ac-
count some real characteristics of urban transport. The objective is to
minimize the distribution costs considering accident rate impacts, fuel
consumption and carbon emissions; aiming at the sustainability based
on the aforementioned dimensions.

The Impact of Mass Transport on the Design of Mul-
timodal Two-Tier City Logistics Systems

Pirmin Fontaine, Teodor Gabriel Crainic, Ola Jabali, Walter
Rei

The transportation of goods in urban areas is a complex activity and
essential to the economic and social life of any city. It is also, however,
a major contributor to significant nuisances, e.g., congestion, emis-
sions, noise, and excessive consumption of fossil fuels. The complex-
ity and impact of freight transportation in cities is further amplified
by two heavy trends observed word-wide: increasing urbanization and
e-commerce.

New organization and business models are proposed to address these
issues under the name of City Logistics. By consolidating flows in and
also out of the city into the same vehicles, irrespective of the commer-
cial transactions that generate them, City Logistics aims to improve
the utilization of the means of transport and to reduce their presence
within the city.

We introduce a new problem for selecting services in a tactical plan
of a two-tier city logistics system. Compared to existing models, we
consider not only a truck but also mass transportation with multiple
compartments (e.g., trams) within one model. Moreover, we integrate
inbound and outbound demands in the model and consider the used
resources in the constraints. For defining the problem, we introduce a
new integer programming formulation that has similarities to the well-
known knapsack and bin packing problem. To efficiently solve this
problem, we use this formulation in a Benders decomposition algo-
rithm which is implemented in a Branch-and-Cut framework. We fur-
ther improve the method by using pareto-optimal cuts, valid inequali-
ties, and propose a new partial decomposition technique, which can be
generalized to a broad class of deterministic problems.

The numerical results show significant run time improvements com-
pared to the complete formulation ran using CPLEX. Furthermore, our
results illustrate the benefits of using different transportation modes
within one network. They show the benefits of the different transporta-
tion modes and how mass transportation can be used in City Logistics
systems. The results further show how the integration of inbound and
outbound flows into the planning reduces the number of operated ser-
vices and increases the efficiency of the whole system.
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Cut generation scheme for the competitive facility lo-
cation problem
Andrey Melnikov, Vladimir Beresnev

We consider a model, called the CompFLP, that describes a decision-
making process arising in the competitive location, where two parties
open their facilities with the aim to capture customers and optimize
own objective functions. The process is assumed to be organized in

a Stackelberg game framework, where one of the parties open its fa-
cilities first, and the second party makes its decision when knowing
the competitor’s one. Each customer follows a binary behavior rule
and patronizes a single facility which is the most preferable for him or
her. The parties’ objective functions are similar to those used in the
classical facility location problem and represent the profit value com-
puted as the income from serving the customers minus fixed cost of
open facilities. The model is formalized as a pessimistic bilevel pro-
gram. Based on its relaxation, called a high-point problem, which is a
single-level MIP obtained by removing a restriction on the lower-level
variables to take their optimal values, we construct a series of strength-
ened estimating problems (SEP) approximating the initial bilevel one.
Each consequent SEP is obtained from the previous one by adding a
number of constraints that are shown to be satisfied by some optimal
solution of the bilevel program Thus, each SEP provides a valid up-
per bound for the optimum of the model under consideration. The
constraints are taken from two reach families, called c-cuts and f-cuts.
C-cuts "simulate" a rational behavior of the second party and force the
lower-level location variables to take non-zero values for some prof-
itable facilities. F-cuts utilize the idea to decompose the lower-level
problem into several independent subproblems and memorize their op-
timal solutions to inherit them where it is possible. The computation
process aiming to find an optimal solution of the bilevel problem is
organized as a cut generation procedure where c-cuts are generated
on-the-fly and are introduced into the model by a callback provided to
a MIP solver. F-cuts need a bilevel feasible solution to be computed
and supplement the model after the lower bound computation. In the
numerical experiments with artificially generated data, we evaluate the
performance of the scheme and compare it with previously suggested
methods. We show that Instances of a relative problem, called Compet-
itive prioritized set covering problem, which was previously solved in
an optimistic formulation only, can be tackled by the scheme as well.

A computational comparison of linear and quadratic
reformulations of nonlinear binary optimization prob-
lems

Elisabeth Rodriguez-Heck, Endre Boros, Yves Crama

Nonlinear unconstrained optimization in binary variables is a general
class of problems encompassing a variety of applications in operations
research, computer science and engineering, among other fields. A
common approach to solve nonlinear binary optimization problems
consists in defining first a linear or a quadratic reformulation of the
objective function by introducing artificial variables and then using
linear or quadratic integer programming techniques to optimize the re-
formulation. Not all reformulations are equally good; some desirable
properties are: using a small number of auxiliary variables, having
a small number of positive quadratic terms (as an empirical measure
of submodularity) or capturing the underlying structure of the origi-
nal nonlinear problem. We consider several linear and quadratic re-
formulation techniques (also called linearizations and quadratizations,
respectively) and aim at comparing their computational performance
when using a commercial solver to optimize the reformulated prob-
lems. We assume that the nonlinear function to optimize is given by its
unique multilinear expression on n binary variables, which consists of a
sum of monomials with a positive coefficient (positive monomials) and
monomials with a negative coefficient (negative monomials). Concern-
ing linear reformulations, we consider the standard linearization, and
a tighter version of the standard linearization obtained by adding class
of valid inequalities that model interactions of pairs of monomials with
a non-empty intersection. As for quadratic reformulations we consider
methods of two different types. The first class of methods is based on
the idea that a quadratic reformulation of a multilinear polynomial can
be defined by means of a quadratization for each monomial consid-
ered as a separate function. Negative monomials can be reformulated
as a submodular quadratic function using a single variable. The case
of positive monomials is more complex. In our experiments, we com-
pare a previously known quadratization using roughly n/2 variables,
and two quadratizations that we defined recently using approximately
n/4 and O(log(n)) variables, which is the best lower bound. The second
type of quadratizations is based on the idea of substituting subsets of
variables that are common to several monomials by a same auxiliary
variable. Several related ideas have been explored in the recent litera-
ture. We consider here three heuristic algorithms aimed at maximizing
the number of common intersections between pairs of monomials that
are accounted for. We present the results of an extensive set of compu-
tational experiments on different classes of instances, containing ran-
dom polynomials of low and high degree and instances inspired from
the image restoration problem in computer vision. Preliminary results
show that linear and quadratic reformulations preserving the structure
of the original polynomial problem perform very well for some classes
of polynomials.
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A comparison of mathematical formulations for the
superpermutation problem
Reshma Chirayil Chandrasekharan, Tony Wauters

A superpermutation on n symbols is a string that contains each per-
mutation of n symbols as a substring. Due to its numerous applica-
tions, it is often desirable to find the smallest superpermutation for a
given number of symbols. The smallest superpermutaion and optimal
length have already been established for up to five symbols utilizing
a clever exhaustive enumeration. However, for more than five sym-
bols, establishing the length of minimal superpermutation and find-
ing a superpermutation for a given value of n continues to be an open
problem. So far, the asymmetric traveling salesman formulation of the
problems has been able to produce high quality solutions for six sym-
bols. But being a hard optimization problem, this exact technique fails
to solve the problem to optimality. Interestingly, multiple formulations
are possible for this problem and the present work aims at studying
these formulations and identifying formulations which are capable of
producing optimal or near optimal superpermutations on six or more
than six symbols. Formulations are compared based on the solution
quality and are utilized to generate meaningful bounds on the optimal
length of the superpermutation. To be able to cope with the increas-
ing complexity of the problem as value of n increases, multiple-phase
techniques are proposed which utilize different formulations in each
phase. Another contribution of this work is a constructive matheuristic
(CMH) strategy for the superpermutation problem. A CMH strategy
is a decomposition based method which utilizes optimal solutions of
the subproblems to construct a solution for the full problem. Being a
heuristic, CMH does not guarantee optimal solutions, but is capable of
generating quality solutions for problems with large number of sym-
bols where exact techniques fail to be efficient. CMHs which use dif-
ferent formulations to solve the subproblems are compared and their
performances are contrasted. Finally, a comprehensive evaluation of
all the proposed formulations based on solution quality, algorithm run-
time and generated bounds on the length of the superpermutation is
presented. Best solutions found and newly generated bounds on the
length of minimal superpermutation are also presented.

Branch-Cut-and-Price for the Vehicle Routing Prob-
lem with Time Windows and Convex Node Costs
Stefan Irnich, Qie He, Yongjia Song

Two critical yet frequently conflicting objectives for logistics and
transportation service companies are improving customer satisfaction
and reducing transportation cost. In particular, given a network of cus-
tomer requests with preferred service times, it is very challenging to
find vehicle routes and service schedules simultaneously that respect
all operating constraints and minimize the total transportation and cus-
tomers’ inconvenience costs. In this paper, we introduce the Vehi-
cle Routing Problem with Time Windows and Convex Node Costs
(VRPTW-CNC), in which we model each customer’s inconvenience
cost as a convex function of the service start time at that customer. The
VRPTW-CNC combines and extends both the standard vehicle routing
problem with time windows and some previous results on the optimal
service scheduling problem over a fixed route. We propose a branch-
cut-and-price algorithm to solve the VRPTW-CNC with general con-
vex inconvenience cost functions. To solve the pricing problem, our
labeling algorithm only generates labels that possibly lead to optimal
schedule times over a route, which significantly improves the effec-
tiveness of pricing. Extensive computational results demonstrate the
effectiveness of our approach.
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Entity oriented multi-level energy system optimiza-
tion modeling
Fabian Scheller, Balthasar Burgenmeister, Thomas Bruckner

Systems which provide active and passive energy services are under
continual change in many countries. Many of these changes take place

on the municipal level. Major drivers can be seen in the rising dis-
tributed energy resources, the increasing electrification, the way to-
wards a carbon-neutral energy mix, the changing utility business mod-
els as well as the increasing customer engagement. These trends result
in a changing market environment. Decision makers need to investi-
gate under what conditions interventions lead to a sustainable future
system. The development of strategies is a challenging task for the
actors involved.

Existing relationships between provision and utilization of energy ser-
vices are necessary for representation of actor-related social and eco-
nomic activities along the energy chain. Energy policy formation over
a certain municipal area is a complicated exercise involving many is-
sues between private and corporate interests. Commercial actors along
the energy value chain might assess challenges and opportunities from
different perspectives and various criteria of interest, since every single
consumer and operator has a differing technology component process-
mediated relationship. Common actors are households or communi-
ties, energy producers, energy suppliers, distribution system operator
as well as government, policy makers and regulators. These actors are
interdependent in the realization of their goals. To the greatest pos-
sible extent, existing energy system optimization models ignore the
roles that different actors play in existing system architecture and the
resulting impact they might have. Individual actors need to be mod-
eled separately and thus likewise the spatially distributed load, storage
and generation systems. Due to unbundling reasons the business units
of an energy utility should also be individually modeled as sketched to
cover the different goals.

An additional focus on activities of all involved actors allows the inclu-
sion and adopting such behavior to a varying degree within the com-
munity. In this context, technical behavior no longer needs to be in the
presence of one internal decision-maker as existent in most of the pre-
sented models. User acceptance is quite heterogeneous and needs to
be considered. Actors hold bilateral contracts between each other that
handle the business transactions. Thus, an integrated view requires the
inclusion commercial association networks.

This research proposes a multi-level entity oriented optimization
framework called Integrated Resource Planning and Optimization (IR-
Popt). The mixed-integer programming approach exhibits a novel for-
mal interface between supply and demand side which merges techni-
cal and commercial aspects. This is achieved by explicit modeling of
municipal market actors on one layer and state-of-the-art technology
components on another layer as well as resource flow interrelations
and service agreements mechanism among and between the different
players.

Optimization of Urban Energy Supply Systems Con-
sidering an Increasing Integration of Battery Electric
Vehicles

Timo Kannengiesser, Peter Stenzel, Peter Markewitz, Martin
Robinius, Detlef Stolten

In Europe, the buildings sector accounts for 40% and cities for 69% of
final energy consumption. The share of CO2 emissions in cities and
urban districts are correspondingly high. To achieve the climate pro-
tection goals in Europe, new energy supply strategies must be sought
for urban districts, which will not only make it possible to reduce CO2
emissions, but will also keep the costs of energy supply stable and
guarantee security of supply. The special nature of urban districts is the
limited potential for the installation of generation units on the one hand
and the high population density with an accompanying high demand
for energy on the other. Photovoltaics (PV) for electricity production,
solar thermal and geothermal energy for heat generation are the most
suitable renewable energy (RE) technologies in urban areas. However,
a largely self-sufficient power and heat supply based on RE is difficult
to implement in urban districts with limited RE potential. Furthermore,
it should be noted that sector coupling options such as power-to-heat
or electric vehicles will lead to an increasing demand for electricity in
urban district in the future. The implementation of microgrids is a pos-
sible strategy for more efficient use of resources and greater integration
of decentralized power generation and electric mobility. This paper
analyses different scenarios with different penetration rates of electric
vehicles and the resulting effects on energy demand, structure of power
generation and transmission as well as energy system costs of a specific
urban district in Germany. The analysis based on a mixed-integer lin-
ear programming approach, which determines an optimal technology
configuration for a specific urban district and additionally optimizes
the operation of generation technologies, storage technologies and en-
ergy transmission between the buildings. The total annual discounted
energy system costs are calculated in a time resolution of one hour and
in a spatial resolution of 18 building nodes. The energy system costs
consist of fixed and capacity dependent investment costs and fixed and
variable operating costs of the installed technologies. The demand for
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heat and electricity in the buildings is determined by using a bottom-
up model approach. Furthermore, traffic demand profiles for the urban
district are synthesized and the additional local power consumption for
charging the electric vehicles is determined with different penetration
rates.

3 - Model-Based Control of Stationary Energy Storage
Systems: A Comparison of Optimization Methods
Verena Neisen, Florian Joseph Baader, Dirk Abel

This paper presents an application-oriented comparison of optimiza-
tion methods for online model-based control strategies in the context
of a stationary hybrid storage system. The exemplary storage system,
considered in this paper, aims at improving the supply security of the
intermittent renewable energy sources wind and photovoltaic. The hy-
brid storage system consists of a battery and a hydrogen storage includ-
ing an electrolyzer and a fuel cell. Hybrid storage offers a complemen-
tary supply concerning high capacity provided by the hydrogen storage
and high peak loads provided by the battery. Moreover, the hybridiza-
tion gives an additional degree of freedom for optimal operation with
respect to the system’s efficiency. We exploit this extra degree of free-
dom using a model-based control approach. The control decision of
every time step is determined by means of an optimal control problem,
using a simplified model of the system as controller internal prediction
model. The comparison of results dependent on the formulation of
the underling optimization problem is subject of this paper. The trade-
off between model accuracy and computational burden determines the
class of the optimization problem for use in model-based control. On
the one hand, linear models enable real-time applicable control algo-
rithms but do not fully exploit the potentials of optimization-based ap-
proaches. On the other hand, nonlinear models represent reality quite
well but can cause long calculation times or suboptimal solutions of the
optimization problem depending on the solving algorithm. Mixed in-
teger optimization (MIO) offers a good compromise in this field of ten-
sion; therefore, we assume it as the most appropriate approach for this
problem. We prove seven percent improvement of the hybrid discharg-
ing efficiency using MIO compared to linear optimization. The energy
system is modeled via static efficiency curves extracted from experi-
mental data. We regard real prognoses data of power consumption of
the German grid operator S0Hertz. Finally, the MIO takes into account
minimal loads and piecewise affine functions for the partial load behav-
ior of battery and fuel cell. As main implications of MIO, we identify a
change of the operating states in terms of operating hours. By consid-
eration of the partial load behavior, the operating hours of the battery
are tripled. Furthermore, the number of hours increases strongly, when
both components are active either in parallel or complementary oper-
ation. Thereby, the solving-time, required by the commercial solver
gurobi, remains below 34 seconds. In average, the solving time is as
low as 2 seconds. We define this solving time as sufficient compared
to the 15 minutes sampling rate of market auctions of the electricity
exchange market. In conclusion, we show the potential of mixed in-
teger optimization in the model-based control approach for efficiency
improvement with practicable solving times.
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1 - Equilibrium Computation in Atomic Splittable Poly-
matroid Congestion Games
Veerle Timmermans

We construct approximate Nash equilibria in atomic splittable con-
gestion games with convex cost functions, where the strategy space
of each player is the base polytope of a polymatroid. The idea is to
compute a pure Nash equilibrium for an associated integrally-splittable
congestion game. In such games, players can only split their demand
in integral multiples of a common packet size. It is known that one
can compute pure Nash equilibria for integrally-splittable congestion
games within a running time that is pseudo-polynomial in the aggre-
gated demand of the players. We decide, for every epsilon, on a packet
size and prove that the associated splittable Nash equilibrium is an
epsilon-approximate Nash equilibrium for the original atomic split-
table congestion game.

We then consider multimarket oligopolies with decreasing, concave
price functions and quadratic production costs, and prove that there
exists a polynomial time transformation to atomic splittable conges-
tion games. Using our first result, this implies that we are also able
to find epsilon-approximate Cournot-Nash equilibria for multimarket
oligopolies within pseudo-polynomial time.

2 - Simple Greedy Algorithms for Fundamental Multidi-
mensional Graph Problems
Angelo Fanelli

We revisit fundamental problems in undirected and directed graphs,
such as the problems of computing spanning trees, shortest paths,
steiner trees, and spanning arborescences of minimum cost. We as-
sume that there are $d$ different cost functions associated with the
edges of the input graph and seek for solutions to the resulting multidi-
mensional graph problems so that the $p$-norm of the different costs
of the solution is minimized. We present combinatorial algorithms that
achieve very good approximations for this objective. The main advan-
tage of our algorithms is their simplicity: they are as simple as classical
combinatorial graph algorithms of Dijkstra and Kruskal, or the greedy
algorithm for matroids.

3 - The price of anarchy for k-uniform matroid conges-
tion games
Marc Uetz

The talk addresses the quality of Nash equilibria for congestion games
with affine cost functions when the strategy spaces of the players are
the set of bases of a k-uniform matroid. In this setting, for some param-
eter k, each player is to choose k out of a finite set of resources, and the
cost of a player for choosing a resource depends affinely on the num-
ber of players choosing the same resource. Earlier work shows that the
price of anarchy for this class of games is larger than 4/3 but less then
5/2. In this talk we give an almost final answer to close this gap. We
determine an asymptotically tight bound on the price of anarchy equal
to approximately 1.3518. This bound holds for all instances with suf-
ficiently many players. Our analysis also yields an upper bound on the
price of anarchy less than 1.4132, which holds for all instances. The
new idea underlying our analysis is to interpret the difference between
the equilibrium and optimum solutions as alternating paths in a bipar-
tite graph. (Joint work with J. de Jong, W. Kern, and B. Steenhuisen)

4 - Two-Sided Facility Location Games
Alexander Skopalik, Pascal Lenzner, Matthias Feldotto,
Louise Molitor

Location games are a classical object of study in economics, mathe-
matics, op- erations research and game theory. We consider a two-
sided facility location game, where both facility and client agents face
non-trivial strategic choices which influence each other. We introduce
and analyze a generalization of Hotelling’s classical model, where the
utility of a client agent not only depends on her distance from her se-
lected facility but also on its load.
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1- Lessons learnt from solvable cases of determining
optimal policies for the RCPSP with stochastic activ-
ity durations
Erik Demeulemeester

When considering the resource-constrained project scheduling prob-
lem (RCPSP) with stochastic activity durations, the recent literature
mainly considers two different approaches. On the one hand, re-
searchers have focused on proactive and reactive project scheduling,
where proactive planning attempts to build a stable project plan that
takes the possible disruptions as much as possible into account, while
the reactive planning procedures are called every time the disruption
changes the baseline schedule such that it cannot be executed anymore
as planned. On the other hand, a lot of research has been done on the
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stochastic RCPSP that introduces scheduling policies that decide at
each of the stages of a multi-stage decision process which activities se-
lected from the set of precedence and resource feasible activities have
to be started. Recently, Davari and Demeulemeester have introduced
an integrated proactive and reactive project scheduling problem for the
RCPSP with uncertain durations and developed different Markov De-
cision Process models to solve this NP-hard problem. This means that
not only a good baseline schedule is determined, but also several good
continuations in case certain combinations of the activity durations oc-
cur that prohibit the baseline schedule or an already adapted schedule
from being executed as planned. In this presentation, I will indicate in
which cases of the problem truly optimal policies can be constructed
and what can be learnt from these policies.

A novel continuous-time model for the resource-
constrained project scheduling problem RCPSP
Norbert Trautmann, Adrian Zimmermann

The widely studied resource-constrained project-scheduling problem
consists of determining the start times for a set of precedence-related
project activities requiring time and scarce resources during execu-
tion such that the total project duration is minimized. In the litera-
ture, besides a large variety of problem-specific solution approaches,
various mixed-integer linear programming (MILP) models have been
proposed. We present a novel MILP model that is based on binary as-
signment variables, binary sequencing variables, and binary auxiliary
variables linking the assignment and the sequencing variables. Our
computational results for two standard test sets from the literature in-
dicate that the novel model outperforms various state-of-the-art models
in particular when the resource capacities are very scarce.

MIP formulations for the resource loading problem
Guopeng Song, Roel Leus

The resource loading problem arises in tactical capacity planning. It
depicts a sketch of the usage of resources, and decides the execution
intensity for the orders to be executed during the planning horizon, thus
providing input for the detailed scheduling at the operational level. A
portfolio of orders is to be executed over a time horizon that is dis-
cretized into periods, and a pre-specified quantity of regular resources
is available in each of the periods. Each order comes with a time win-
dow for its execution, and an upper and lower bound on the intensity
(fraction) to be executed in each period. The execution time of an order
is therefore not fixed, but rather dependent on the resources assigned
to it in each period of execution. The goal is to minimize the cost in-
curred by non-regular resource usage and order tardiness. We propose
different MIP formulations to solve the resource loading problem, and
discuss their strength in terms of LP-relaxation. Computational exper-
iments for these formulations are also presented, showing the different
performance of the formulations for finding integer solutions.

Testing heuristic and metaheuristic approaches on
the RIPLib benchmark instance set for the multi-
mode resource investment problem

Patrick Gerhards

In this talk, we present the results of computational experiments on a
novel set of benchmark instances for the multi-mode resource invest-
ment problem (MRIP). The MRIP is a project scheduling problem with
the goal of minimising the project’s resource costs while respecting a
given project due date. Furthermore, a feasible schedule has to take
into account both renewable and nonrenewable resource constraints as
well as precedence relations among activities. In the multi-mode vari-
ant, the chosen mode of each activity determines the processing dura-
tion and resource requirements. The MRIP is an NP-hard problem but
so far, no common benchmark instances are available. Hence, we host
the website https://riplib.hsu-hh.de where our instances are accessible
as well as a database with best-known solution values for each instance.
We invite researchers to upload their solutions to this database. We im-
plemented several heuristic and metaheuristic procedures to evaluate
their performance on these instances. For example, we used priority-
rule based heuristic procedures as well as a metaheuristic approach
that utilizes local search techniques and a perturbation component to
overcome local optima. Finally, we also developed a hybrid meta-
heuristic that combines the large neighbourhood search metaheuristic
with mathematical programming techniques. The computational ex-
periments show that the instances are challenging and further research
on the MRIP is needed.
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Generalized Hypervolume Indicator for the Finite
Representation of Pareto Frontiers: Decision Theo-
retic Motivation and Computational Complexity
Michael Emmerich

This talk presents a novel approach to the problem of representing the
solution of a multiobjective optimisation problem by a small, finite
number of points. Starting from Bayesian belief probabilities about
acceptance probabilities we derive a probability that at least one solu-
tion in a finite set of solutions is acceptable to a decision maker. This
maximisation of this probability over a set of limited size leads to a
set consisting of Pareto optimal points. The computation of the prob-
ability, as the consequence of Fubini’s law, is closely related to the
calculation of the hypervolume indicator. It is, therefore, possible to
transfer most complexity results on this indicator. The talk will detail
complexity results for maximum volume subset selection, and volume
computation. We show that this changes, once a priori correlations be-
tween objectives are introduced, although specific properties, such as
Pareto compliance, are maintained. Besides a theoretical treatise, we
illustrate the usefulness of the method through applications in skyline
queries.

Business Continuity Planning for Supply-Chain Dis-
ruptions

Michael Helmling, Heiner Ackermann, Neil Jami, Johanna
Schneider, Karl-Heinz Kiifer

We present an approach for evaluating and proactively managing the
vulnerability of a producing company to major disruptions in its (direct
and 2nd-level) raw-material supply, due to e.g. earth quakes causing a
long-term supplier-site shutdown.

The disruptions we consider are, each on its own, too unlikely to qual-
ify for probabilistic analysis; yet they do occur from time to time, such
that the company needs to consider such events in its business conti-
nuity planning (BCP) in order to avoid dramatic production shortfalls,
leading to customer dissatisfaction and loss of share in the market.

Because precautionary measures, such as inventories or a large supply
base, are typically expensive, cost is an important objective when aim-
ing to reduce risk exposure. Yet it is practically impossible to formally
quantify the cost of all potential counteractions in a large global sup-
ply chain, so that we intentionally avoid an explicit cost term in the
mathematical model.

Instead, our goal is to assist a decision-maker in cost-efficient risk man-
agement by allowing her to quickly assess the impact of user-defined
actions, such as increasing an inventory or qualifying an additional
supplier, on the overall risk exposition.

To that end, we have developed a decision-support tool for a global
consumer goods manufacturer that computes the impact of a given set
of disruptive scenarios to the company’s global production. Each sce-
nario is simulated by using a time-expanded flow network that contains
the affected part of the supply chain as well as all relevant alternative
suppliers, inventories, and 2nd-level supply information. The network
is solved by a commercial mixed-integer programming solver that lexi-
cographically minimizes several objectives. The resulting risk measure
is again multi-dimensional, the two most important components being
duration of shortage and time to first shortage. A large time to short-
age is desirable because it generally increases the scope for creative
remedies that are not covered by our model.

The resulting global risk profile can be explored at different levels of
detail, the most aggregated of which is a boolean value that indicates
whether the supply-chain meets a predefined acceptable level of risk.
This aggregated risk profile further enables to compare and balance the
risk across different raw-material supply chains, which is very impor-
tant from a cost perspective.
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Multicriteria optimization in the water distribution
sector
Dimitri Nowak

Energy efficiency, minimization of electricity cost, compliance with
the latest drinking water quality regulations and safety regulations for
the storage of drinking water - these partly contradictory goals turn the
design and the operation of drinking water supply systems into a mul-
ticriteria optimization problem. The coordination of transport pumps
and well pumps as well as the storage of water allow the operator of
the waterworks a variety of options. Consequently, optimal operation
of drinking-water supply systems is difficult to achieve when technical
support is missing. In the first part of this talk, an interactive decision
support tool is presented which filters the set of good solution. It al-
lows to modify existing solutions and to compare solutions persuading
the planner of good choices.

From a mathematical perspective, the operation problem is a discrete
optimization problem. Options, such as the number of pumps, pump
speed values and the number of operation points, increase the compu-
tational complexity exponentially. Smart tree traversal strategies and
useful restriction policies have to be applied in order to find good so-
lutions in adequate time. Due to the exponential growth of solutions,
branch-and-bound algorithms have been implemented to dismiss inef-
ficient operating states early and to save computational resources.

Continuous pump speed options add even more complexity, which can
be overcome by solving nonlinear multicriteria optimization problems.
Last but not least, some work needs to be done to convince tradition-
ally conservative waterworks that the usage of the new software tool
leads to better operation strategies.

In the second part of the talk, the pump industry is discussed. It has
great interest in designing a small portfolio of different pump sizes
to cover the needs of most customers in the water distribution sec-
tor. That is also a discrete multicriteria optimization problem with an
exponential number of feasible solutions but much higher computa-
tional effort. For this reason, heuristic approaches are combined with
optimized modification steps to find optimal solutions or to improve
existing alternatives.

Exact and Approximate Weight Set Decomposition
Stefan Ruzika, Pascal Halffmann, Anthony Przybylski, Tobias
Dietz

The weighted sum method is a popular and widely used scalarization
method in multiobjective optimization. Resulting solutions are guar-
anteed to be (weakly) efficient. Typically, the set of weights to be con-
sidered consists of vectors with non-negative components which sum
up to one. For linear problems, this set is a polytope with some partic-
ular structural properties. Knowledge about the structure of the weight
set implies some knowledge about the structure of the set of nondomi-
nated points. In this talk, we review existing methods for decomposing
the weight set polytope into sub-polytopes. These sub-polytopes are
characterized by the fact that each weight in a sub-polytope yields the
same nondominated point. We propose a new method for obtaining an
exact decomposition of the weight set. Moreover, the idea of obtaining
an approximate decomposition with manageable quality will be newly
introduced.
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Scheduling in automotive flexible assembly layouts
Andreas Hottenrott, Martin Grunow

Inspired by recent technological advances in factory digitalization, the
automotive industry has started to investigate flexible layout alterna-
tives to the widespread mixed-model assembly line. In such flexible
layouts, the stations are neither arranged serially nor linked by a paced
transportation system. Instead, automated guided vehicles are used to
transport the vehicles between the stations. The sequence of tasks is
not predetermined, but can differ for each vehicle (operation flexibil-
ity). Also, the same task can be performed at multiple stations (routing

flexibility). Due to these flexibilities, the industry expects that flexible
layouts improve the stations’ utilizations compared to mixed-model as-
sembly lines, especially when assembling heterogeneous vehicles. The
scheduling of the assembly tasks, on the other hand, is more complex
in flexible layouts.

In this research, we develop a mixed-integer linear program for the
problem of scheduling the assembly tasks of heterogeneous vehicles in
flexible layouts. We design a decomposition-based solution approach
and quantify the benefits of operation and routing flexibility.

Modeling the egg packing station planning problem
Reginald Dewil, Johan Philips, Jan Jaap Kempenaar, Dirk
Cattrysse

This paper presents the planning problem encountered by egg pack-
ing station managers. In an egg packing station, pallets containing
unsorted eggs arrive daily from chicken farms and need to be packed
into order-specific boxes on packing lanes. These eggs are placed on a
conveyor belt and sent into a grader that automatically identifies dam-
aged eggs and grades the remaining eggs in several weight classes,
referred to hereafter as grades. This is a fully continuous process and
such grader can process up to 255000 eggs per hour. If required, a
higher capacity can be reached by placing multiple graders in paral-
lel. The number of packing lanes is station specific but can easily go
up to 32 lanes. The orders are destined for retailers and they specify
the number of eggs required and the minimum (and sometimes maxi-
mum) weight requirements, or put otherwise, a set of allowed grades.
The challenge for a station manager is to assign these orders to the
packing lanes in such a way that the incoming supply (distribution of
grades) is completely covered by active orders on the packing lanes.
If, for example, insufficient lanes are active that require Small eggs
to meet the incoming supply of Small eggs, they will go to the end
lane where they are collected. Typically, these are sent to a breaker
machine where egg white and yolk are separated and sold to the food
processing industry. Eggs sent to the food processing industry yield
considerably less turnover. In fact, when grader costs are assigned to
these eggs, they typically result in a net loss. Alternatively, these eggs
can be sent back to the front of the line. Since these eggs already have
been handled, some of them might be damaged and consequently, they
once more need to pass through the grader. The goal of the station
manager is to complete as many orders as possible given the available
supply while minimizing eggs sent to the end lane. A given order can
be assigned to multiple packing lanes. Such packing lane orders be-
longing to the same order do not all have to start or end at the same
time. Starting a new order on a lane requires several change-over oper-
ations which are dependent on the order sequence. Egg lane allocation
by the grader is dependent on the supply grade distribution of eggs and
the demand grade distribution over the lanes. This means that at ev-
ery change (setup starts or finishes, a lane breaks down, a pallet with a
different grade distribution is started), the egg lane allocation changes.
Because of technical constraints, this egg lane allocation is out of the
control of the station manager, but is done heuristically by the grader.
The goal of this paper is to present the challenging egg packing sta-
tion planning problem, position it in the optimization literature, and
propose a model that efficiently covers this planning problem. Further-
more, we point out several future research directions such as additional
practical work floor constraints and algorithmic challenges.

Enhancing the productivity of a bottle production line
Marie-Sklaerder Vié, Nicolas Zufferey

We consider a representative linear production line of plastic water
bottles for a major international company. We aim at maximizing the
production rate of the line (over a planning horizon of a shift, which
corresponds to 8 hours, typically). This optimization is strategic, as
it can then be deployed to the other production lines of the company
(hundreds of production lines in the world, with production rates up to
thousands bottles per hour). Considering the needs of the company, a
production-rate improvement is considered as significant if it reaches
2%.

The line consists of a sequence of seven machines, and with accumula-
tion tables between each pair of machines. Each machine can run with
up to four different speeds (including zero). The speed changes of a
machine are triggered by sensors placed on the upstream/downstream
accumulation tables. More precisely, a machine increases (resp. de-
creases) its speed when the upstream accumulation table reaches an
upper (resp. lower) bound threshold, or when the downstream accu-
mulation table reaches a lower (resp. upper) bound threshold. How-
ever, each machine faces some unplanned technical stoppages (e.g., a
reel needs changing, an accumulation table is over-loaded, a techni-
cality needs to be corrected, a small breakdown). The only technical
constraints are the limitation of the machines (in terms of maximum
speeds, reel length for the labeler machine, etc.).
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The goal of this project is to tune the set of possible speeds of each ma-
chine of the line, along with the position of the sensors (corresponding
to the above-mentioned thresholds) on the accumulation tables. This
optimization is done while taking into account the possibility of un-
planned stoppages for each machine. The probability distributions of
such random events are deduced from historical data. From a prac-
tical standpoint, no machine should be stopped (i.e., having its speed
fixed to zero), even if another machine suffers an unplanned stoppage.
Indeed, restarting a machine results in a setup time.

Considering numerous breakdowns scenarios, we have first proposed a
robust simulation tool that estimates the average production over a pre-
defined planning horizon (typically a couple of hours). This simulation
tool adapts the number of scenarios that it tests such that the average
production rate is guaranteed to a certain precision. Next, we have de-
signed a tabu-search metaheuristic to improve the production rate by
changing the possible speed sets and the possible sensor positions. The
objective function considered here is actually the average production
rate minus its standard deviation. This helps avoiding solutions that
slightly improve the average production rate but with a large increase
of the standard deviation. The results show that a 5%-improvement
can be expected.
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Fixed points of some new contractions on intuition-
istic fuzzy metric spaces
Cristiana Ionescu-Aichimoaie

Iintroduce some new classes of contractive conditions on complete tri-
angular intuitionistic fuzzy metric spaces and I give fixed point results
for mappings satisfying these conditions. I establish also a stability
result. My original contributions are three theorems, an example, a
definition and a corollary.

Data-driven Inventory Management Under Customer
Substitution

Sebastian Miiller, Jakob Huber, Moritz Fleischmann, Heiner
Stuckenschmidt

Most retailers offer multiple products of one product category. Man-
aging inventories for these products is especially challenging due to
substitution effects within the category which make the optimal in-
ventory levels interdepend. Furthermore, the true demand distribution
of the products is usually unknown to the decision maker and has to
be estimated. We present an integrated estimation and optimization
approach that leverages available data (e.g. historical sales, weather,
special days) to manage inventory levels for a multi-product portfolio
of perishable items. We empirically evaluate our approach based on a
real-word data set of a large German bakery chain.

A Novel Approach for Generation of Ensemble Li-
brary by Using Functional Margins on Longitudinal
Bankruptcy Data

Sureyya Ozogur-Akyuz, Birsen Eygi Erdogan, Pinar Karadayi
Atas

Ensemble learning has shown its significance in many machine learn-
ing problems like computer vision applications, bioinformatics, fi-
nance and it has also great impact and bases in subfields of Al such
as deep learning. In this study, we propose a novel ensemble learning
model to classify financial status of banks in Turkey. The data set in-
cludes the 1997-2001 period when the Turkish banking system was un-
dergoing a severe collapse and almost half the commercial banks were
transferred to the SDIF (Savings and Deposits Insurance Fund). Sup-
port Vector Machine (SVM) is chosen as a base learner of the ensem-
ble with linear, Gaussian, polynomial, and sigmoid kernel functions to
provide diversity within the ensemble. The novelty of the proposed
approach is attained with including a methodology of model selection
by using functional margins on predictions by L1, L2, and L norms

to maintain accuracy and diversity dilemma in Ensemble Library. The
predictions of each learner in the ensemble are aggregated by voting.
The classification performance of the proposed ensemble learning is
compared with single classifier SVM on a pooled data.
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A New Approach on Investment Timing and Capacity
Choice under Uncertainty
Stefan Kupfer, Elmar Lukas

Companies investing in new products generally do not only have to
decide whether or not to launch the product but also when to invest
and how much production capacity should be installed. As the in-
vestment decision can only be based on sales forecasts the optimal
investment policy has to be devised under uncertainty. We model such
a simultaneous choice of optimal investment timing and capacity un-
der uncertainty in continuous time. We employ the model to evaluate
the effect of uncertainty on investment, i.e. the investment-uncertainty
relationship, based on current insights from relevant literature. That
is, the propensity to invest in the new product is analyzed from vari-
ous angles and contrasted with the capacity installed. Furthermore, we
examine whether the traditional result that higher uncertainty leads to
more capacity later holds.

Enhancing Strategic Bidding Optimization for Re-
newable Energy Auctions: A Risk-Adequate Marginal
Cost Model

Chris Stetter, Jan-Hendrik Piel, André Koukal, Michael H.
Breitner

In recent years, there has been a rapidly increasing number of coun-
tries adopting auctions for the allocation of permissions and financial
support to renewable energy projects. The shift toward auction mech-
anisms has introduced competitive price discovery of financial support
levels for new projects. In common auction mechanisms, project de-
velopers compete by specifying their required sales price per unit of
electricity (in EUR /MWh) as well as a capacity to be installed (in
MW) and only the most cost-competitive projects with the lowest re-
quired financial support are granted until the auction volume (in MW)
is reached. An optimal bidding strategy for these mechanisms always
depends on the country-specific auction design. Such strategies com-
monly propose to obscure the true cost of a project by adding certain
premiums on top of the marginal cost in order to maximize the ex-
pected profit.

Consequently, the starting point of finding an optimal bidding strategy
must always be a reliable determination of the marginal cost, which is
the minimum sales price per unit of electricity required to permit an
economically viable project construction and operation at an accept-
able level of risk. In this study, we thus focus on enhancing the strate-
gic bidding by integrating a holistic financial modelling approach for
a risk-adequate quantification of the marginal cost into a strategic bid-
ding optimization model. The latter typically consider traditional dis-
counted cash-flow models without incorporating project-specific risks
and uncertainties and, thus, result in a biased and unprecise bidding
strategy. We enhance current estimation approaches for the marginal
cost by providing a derivative of the adjusted present value with respect
to the sales price per unit of electricity. The adjusted present value
is based on a state-of-the-art cash-flow calculation combined with a
Monte Carlo simulation accounting for project risks.

In order to permit a proof-of-concept and in-depth understanding of
our model enhancement, we conducted a simulation study of a wind
farm in Lower Saxony, Germany with a prototypical implementation in
Python. In particular, the simulation study focuses on the comparison
of current estimation approaches and our enhanced approach incorpo-
rating the manifold risks and uncertainties into the estimation of cash-
flows that determine the optimal bidding strategy to a large extend. The
results show significant differences, with quantifiable advantages of
our risk-considering adjusted present value method. As our modelling
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approach permits the direct quantitative incorporation of risks and un-
certainties within strategic auction bids, we contribute to an enhanced
strategic bidding optimization and comprehensive methodological sup-
port for project developers in competitive renewable energy auctions.

Financial Issues in Setting Optimal Product Life cy-
cle Policy
Arik Sadeh, Cristina Feniser

Many variables and type of considerations are involved in the question
of when to stop marketing a given product and to initiate another life-
cycle for that product. In this study financial aspects are addressed and
modeled. The aspects of the consumers with respect to their motivation
to replace a product is taken in consideration. The role of technology
and the R&D period are considered as well. The financial criterion
for success is to maximize the discounted net cash flow or the equiva-
lent annuity stream for a given period of time, e.g. a year, a decade etc.
The initiation of another cycle is independent of when the current cycle
terminates, but is functionally related to its length. Managerial and op-
erational constraints are included, as well as market share constraints.
The problem is solved for various functional forms. The resulting rules
are expressed in managerial terms, for example, as a function of peak
of cash flow, cumulative cash flow, level of cash flow, and the length of
the R&D period. Some numerical examples for all cases are provided
to illustrate the rules resulting from the models.
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Reverse logistic network for fiber reinforced plastic
waste from wind power plants
Valentin Sommer, Grit Walther

Achieving a resource efficient Europe is one of the flagship initiatives
pursued within the EU Strategy 2020 program. Herein, the key concept
is to establish circular economies. Among other measures, this requires
the analysis of waste streams, the development of feasible technical
recycling processes, and the installation of collection and recycling in-
frastructures. Herein, challenges exist with regard to amount and qual-
ity of future waste streams and applicable recycling techniques. Re-
garding the quality of the waste stream, composite materials often re-
quire the development of advanced (and costly) separation techniques
in order to allow for recycling. With regard to the quantity of waste
streams, high-volume or high-mass innovative products provide chal-
lenges as little information is available during the sales period of these
products on total market size, speed of market penetration, technical
lifetime and product replacement strategies. Rotor blades from wind
power plants constructed with fiber reinforced plastics even combine
these challenges, i.e. composite materials are used in an innovative
product. Thus, technical challenges of the composite materials have
to be tackled as well as challenges regarding the expected amounts of
the future waste stream. Against this background, we aim at develop-
ing a strategic planning approach for the design of appropriate recy-
cling infrastructures for fiber reinforced plastics from rotor blades of
wind power plants regarding potential recycling techniques with their
expected costs and achievable recycling targets. We develop a multi-
period MILP accounting for technology, capacity and location deci-
sions for the recycling of these rotor blades. The model is applied to
a case study containing a detailed data set of expected fiber reinforced
plastic waste masses from wind power plants, as well as information
on established and potential recycling techniques. Scenario and sen-
sitivity analyzes are conducted with regard to influencing parameters,
i.e. targeted recycling quotas and expected annual amount and compo-
sition of the waste stream. From these analyses, recommendations are
derived for legal decision makers and investors.

A stochastic approach to the cooperative carrier fa-
cility location problem

Lotte Verdonck, Patrick Beullens

Fierce competition and declining profit margins often force transport
companies to adopt a collaborative mind-set. Cooperating with fel-
low carriers can provide efficiency increasing strategies which are not

available under an internal company focus. Due to its practical impor-
tance, collaborative logistics has developed into an active and grow-
ing research domain. Existing studies mainly focus on collaborative
transport in order to increase the efficiency of vehicle fleet operations.
Instead of optimising joint transport operations, carriers may also co-
operate by sharing warehouses or distribution centres (DCs). In Ver-
donck et al. (2016), the cooperative carrier facility location problem is
discussed. By jointly deciding on two types of decisions, namely, first
which DCs to open, and, second how to allocate the quantity of prod-
uct flows in the distribution network, partnering companies aim to min-
imise their total logistics cost. In addition, the carriers have to decide
on a suitable distribution of the collaborative benefits while ensuring
stability of the coalition. The majority of studies on collaborative logis-
tics assume deterministic problem settings. Very few studies address
how horizontal collaboration between carriers can work in a stochas-
tic environment. As such, our research work investigates approaches
to the stochastic optimisation of the cooperative carrier facility loca-
tion problem. We can draw on past research on the facility location
problem under uncertainty, but the context of horizontal carrier collab-
oration introduces additional challenges with respect to the assessment
and sharing of risks, and the robustness of coalition stability.

Verdonck L, Beullens P, Caris A, Ramaekers K, Janssens G (2016)
Analysis of collaborative savings and cost allocation techniques for
the cooperative carrier facility location problem. Journal of the Opera-
tional Research Society 67(6):853-871

Capacity formulations for a multi-period network de-
sign problem
Roland Braune

This contribution is based on a multi-period network design problem
for strategic-tactical planning of material flows between plant locations
of a manufacturing company. Transport capacities on edges can be al-
located in integer multiples of a base capacity that corresponds to a
single truck load. The number of truck loads that can be moved be-
tween two nodes in the network depends on the driving time. A single
truck may serve multiple connections during a time period which usu-
ally corresponds to a working day. The total number of trips is limited
by the truck’s temporal availability (typically 8 hours per day), but it
can be extended by renting additional trucks at (high) fixed costs. The
network nodes allow for the limited storage of goods over time and
impose handling capacity constraints on both inbound and outbound
flows.

The pure design part of the problem under consideration exhibits
strong similarities to the network loading problem which has already
been studied extensively in the scientific literature. However, the
dynamic multi-period nature of the overall problem in combination
with admissible intermediate storage of commodities and various ad-
ditional custom constraints has not been specifically addressed so far.
In essence, the transfer of selected valid inequalities that have initially
been designed for mixed-integer programming (MIP) formulations in
the context of network loading represents the core of this contribution.
The focus, in particular, is on cutset and multicut (e.g., spanning tree)
inequalities, involving design variables only. The key idea is to obtain a
so-called capacity formulation of the problem by "projecting out" any
flow-related decision variables. The final purpose is to embed these
valid inequalities into a Benders decomposition approach in which the
master problem solely contains design variables. Further conceivable
application scenarios comprise Benders-and-cut or Branch-and-cut ap-
proaches in general. The motivation for employing this kind of ap-
proaches arises from the intractability of the original MIP formulation,
primarily resulting from long planning horizons and a huge number of
commodities.

A time-expanded formulation of the original multi-period problem
serves as the basis for installing those valid inequalities. Precisely
speaking, cutsets are defined in a multi-layer fashion, potentially in-
volving multiple "copies" of a link, each of which connects the same
pair of nodes in different time periods. In other words, cutsets are
"spanned" across predefined time intervals, depending on the respec-
tive commodities’ first supply and latest demand dates. The effects
of the added cuts are analyzed using both synthetic (randomly gener-
ated) and real-world benchmark problem instances. Preliminary exper-
iments provide strong evidence for a successful and efficient strength-
ening of the respective LP formulation, in comparison to the relaxation
of the original MIP.

Multi-echelon supply chain network design with
transportation mode selection, product outsourcing
and single-assignment requirements

Teresa Melo, Maria Cortinhal, Maria Jodo Lopes
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‘We address the problem of designing a supply chain network with four
layers comprising suppliers, plants, warehouses and customer zones.
Strategic decisions include the location of new plants and warehouses,
and the choice of their capacity levels from a finite set of available
options. Tactical decisions involve the selection of suppliers, the pro-
curement of raw materials, and planning the production and distribu-
tion of end products to meet customer demands. Different transporta-
tion modes are available for raw material and end product distribution.
Each mode is associated with a minimum shipment quantity, a max-
imum transportation capacity and a variable cost. A further distinc-
tive feature of our problem is that each customer zone must be served
by a single facility (either a plant or a warehouse). Many companies
strongly prefer single-sourcing deliveries as they make the manage-
ment of the supply chain considerably simpler. Direct shipments from
a plant to a customer zone are only permitted if at least a given quan-
tity is distributed to the customer zone. Such a delivery scheme reduces
transportation costs for large quantities. In addition, each raw material
must be purchased from a single supplier by an operating plant. How-
ever, different raw materials may be procured from multiple suppliers
by the same plant. This feature overcomes the disadvantages of single-
supplier dependency. Furthermore, a strategic choice between in-house
manufacturing, product outsourcing and a combination of both is also
to be made. Outsourced products are consolidated at warehouses. Al-
though product outsourcing incurs higher costs than in-house manufac-
turing, this option may be attractive when the cost of establishing a new
facility to process given end items is higher than the cost of purchas-
ing the products from an external source. We propose a mixed-integer
linear programming (MILP) formulation to identify the network con-
figuration with minimum total cost. We also develop a second MILP
formulation for the special situation in which all products delivered to
customers must be in-house manufactured but customer demands do
not have to be completely satisfied. In this case, a minimum customer
service level is guaranteed. Valid additional inequalities are developed
to enhance both formulations. A computational study is performed
to assess the impact of various problem characteristics on the abil-
ity of state-of-the-art optimization software to solve problem instances
within a reasonable time limit. Using a set of randomly generated in-
stances, valuable insights are provided on the trade-offs achieved by
considering product outsourcing against a pure in-house manufactur-
ing strategy, and the extent to which it may not be economically attrac-
tive to meet all demand requirements.
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Passenger demand-based line planning with a profit
oriented objective
Di Liu, Pieter Vansteenwegen

The size of the high-speed railway network in China is increasing sig-
nificantly these days. It is expected that together with this network
growth also the number of passengers on the whole network will in-
crease. Therefore, it is essential to make rational and efficient passen-
ger transportation plans that meet passenger demand. A first step in
this process is the line planning, the tactical stage in railway opera-
tions. The line plan fixes for each line in which stations the train will
stop and with which frequency. The quality of the line plan has a di-
rect impact on the willingness-to-pay of the passengers. This research
focuses on the influence of different line plans on ticket sales revenues
and operational costs, based on a given passenger demand. Given a
part of the Chinese high-speed railway network with 11 stations and
the passenger OD matrix, this research constructs and evaluates differ-
ent line plans on the condition that all the passenger demand should be
served. In this regard, we assume that the ticket prices are decreased
when the actual travel time is larger than a direct connection with a
fast train. This can be caused by slower trains, required transfers or
detours. However, we also assume that the relatively small changes in
the ticket prices will not influence the demand or the route passengers
will follow to their destination. In the evaluation process of different
line plans, the line frequencies and the type of trains (including capac-
ities and speed) are taken into account. The objective function is to
maximize the railway operation profit, which corresponds to the ticket
revenues minus the fixed and variable operational costs of each line.
Therefore, a trade-off will have to be made between bringing passen-
gers faster to their destination (more frequent, faster, larger and more
direct trains) and reducing the fixed and variable operational cost (less,
slower, smaller trains with more transfers and detours). Based on the
preliminary experiments, some first conclusions can be drawn. First
of all, the interaction between line frequency setting, determining the
train type (speed and capacity) and line planning as a whole appears
to be very complex. Optimizing the profit is thus far from evident.
Nevertheless, the difference in profit between an initial line plan and
an optimized line plan can easily be 9% or more for the small net-
work considered. Another result is that passengers will always prefer,
also for parts of their journey, the fast train over the slow train, even
if this requires extra transfers. Next, we will develop a metaheuristic
approach in order to design appropriate line plans for the whole Chi-
nese high-speed railway network with 31 stations. The goal is to serve
all demand in the most economical way, considering travel duration-
dependent ticket prices and fixed and variable operational costs of the
lines.

Decomposition techniques for the electric-hybrid
bus dispatching problem subject to energy supply
constraints: a case study based on Luxembourg City
Erika Picarelli, Marco Rinaldi, Francesco Viti, Andrea
D’Ariano

We are a team of engineers working on a practical project of Mobility
in Luxembourg. We want to solve the problem of optimally deter-
mining the sequence of electric and hybrid electric buses, considering
both service constraints (schedule adherence) and energy constraints
(electric bus charging status, bus recharging scheduling in capacitated
facilities) and at the same time ensure a high level of quality of service
for the user satisfaction. The problem is formulated as a Mixed Inte-
ger Linear Program, with the objective of minimizing the total opera-
tional cost for the bus lines in question. System dynamics are captured
by twenty sets of constraints, ranging from scheduling adherence to
discharge-recharge dynamics. Individual operational costs at the bus
level (cost of running an electric / non-electric bus per km, cost of
recharging) and at the trip level (penalty due to failed schedule adher-
ence) are fully parametrised, allowing an extensive sensitivity analysis.
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We investigate a real-life case study based in the city of Luxembourg,
where the objective is to reach the all-electric mode for principal ur-
ban buses network. Through the model we investigate: the minimum
amount of electric buses necessary to perform a day’s schedule for
two currently partially electrified lines, without resorting to conven-
tional internal combustion alternatives; the impact of electrifying two
additional lines, specifically considering the trade-offs related to either
adding new buses or new charging stations at the bus terminal. Fi-
nally, we studied how to best decompose the overall problem in several
smaller problems, to be able to solve also realistic scenarios and using
large real data sets from the Mobility Data owner of Luxembourg. We
analysed and compared two kinds of decomposition: a bus line-based
decomposition, and a time-based decomposition.

Speeding up the bus line planning process
Pieter Vansteenwegen, Evert Vermeir

The design of a public bus network often happens in several subse-
quent planning stages, one of these stages is the line planning. In line
planning, a public transport provider will decide where their vehicles
will drive and which bus stops they will serve. One of the challenges
of the line planning problem is that evaluating a line plan has a large
computational cost. Typically, you need to calculate the travel time of
all passengers. This requires the knowledge of the route each passen-
ger will take through the network. This passenger routing is the main
cause of the computational burden. Even seemingly small changes to
the bus network can have a large impact on the passengers’ routes.
In this research, local evaluation techniques are explored to lessen the
computational cost of a line plan evaluation. The idea is that previous
calculations can be reused when evaluating a change to a line plan.
One of the core principles is that routes in the proximity of a change
are more likely to be impacted. Closeness is here defined by either
physical distance or reachability in a number of transfers. Another
core principle is that transfer points are crucial to route choice. Once
a passenger is on a certain bus line, he can only change to a differ-
ent line in a transfer point. The developed method reduces the size of
the network that is considered during evaluation based on these two
core principles. When a change to a line plan is made, the passen-
ger routes will only be recalculated inside a cut of the network. The
resulting routes can then be used to calculate the total travel time for
the entire network. Passenger routes that previously would have en-
tered (or left) the cut are assumed to still enter (or leave) the cut in
the same place. This means that potential faster passenger routes that
pass through the cut are not considered. Obviously this is an approx-
imation. Therefore a tradeoff will have to be made between investing
more calculation time and obtaining more accurate estimations. Nev-
ertheless, the quality obtained with this faster method should still be
sufficient. The proposed method is tested with an iterated local search
algorithm that creates a bus line planning from scratch and improves
it by making small changes in each iteration. While specific types of
changes allow for different ways to apply the core principles, the gen-
eral idea behind the method remains the same. Because of the general
nature of the method, it should be usable for nearly all meta-heuristics
where a change to a line plan is calculated. The method is extensively
tested in a case study on the network of Leuven. This network has 106
possible bus stops and utilizes demand based on data provided by the
department of Mobility and Public Works of the Flemish government.
Preliminary experiments have shown that the ILS can be significantly
sped up, resulting in higher quality line plans in the same amount of
time. Research funded by Research Foundation Flanders G.0853.16N.

Operations research for predictive infrastructure
maintenance
Alexander Kuckelberg

The application field of railway infrastructure maintenance is a field,
which has not been in the main focus of operations research ap-
proaches. Nevertheless, several approaches have been evaluated to
establish sensors, detectors or other hardware to detect infrastructure
maintenance requirements, to supervise infrastructure elements (e.g.
switches) and to produce warnings or early indicators before railway
infrastructure fails, e.g. signal failure, switch problems, infrastructure
state implied speed limits etc. Installing and establishing hardware
based railway infrastructure supervision is a rather expensive, but of-
ten required arrangement to ensure safe and reliable railway opera-
tion. Such hardware based measurement approaches will finally al-
ways act as the ultimate truth compared to more sophisticated, ex-
pectation based approaches. Moreover, classical railway infrastruc-
ture maintenance departments also use IT based systems to manage
their infrastructure catalogues, track maintenance cycles, maintenance
planning, expenses and proofing. On the other hand, railway opera-
tions research activities deal with timetable data, with detailed running
time computations, blocking times, microscopic and advanced infras-
tructure data models etc. One rather new challenge determined by the

situation mentioned above is the support of infrastructure maintenance
predictability by means of railway operations research for two reasons:
o To reduce investments for really hardware based maintenance facil-
ities - OR approaches instead of hardware measurements if sufficient
- or @ To optimize hardware based measurement investments based on
more reliable placement abilities If suited and precision of operations
research approaches for maintenance prediction are highly acceptable,
such approaches might even substitute hardware based measurement
activities. This paper will concentrate on different aspects, key indi-
cators and challenges from a practical point of view of setting up a
suited system, defining sufficient rules and performance indicators and
how the introduction into practice might be organized. This paper will
concentrate on different aspects facing this challenging task: - The
identification of key performance indicators for railway infrastructure
maintenance. - A short look at available data sources, currently used
data formats and available information to be processed and analysed.
- Identification of information and average information content of data
and information usually processed when dealing with railway opera-
tions research activities. - Description of developed and evaluated ap-
proaches to aggregate heterogeneous data sources and legacy systems.
- The calibration of algorithms used to derive predictive infrastructure
maintenance information. - Description of practical experiences made
when evaluating the approaches within existing environments and sys-
tems.
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Real-World Line Planning: The Case of System Head-
ways

Alexander Schiewe, Markus Friedrich, Maximilian Hartl,
Anita Schobel

Line Planning is an important stage in public transport planning. This
stage determines which lines should be operated with which frequen-
cies. Several Integer programming models exist that provide solutions
for the line planing problem. However, when solving real-world in-
stances, integer optimization often falls short since it neglects objec-
tives that are hard to measure, e.g., memorability of the system. Adap-
tions to known line planning models are hence necessary.

In this talk we analyze one such adaption, namely that the frequen-
cies of all lines should be multiples of a fixed, but unknown, system
headway. This is a common condition in practice and improves mem-
orability and practicality of the designed line plan and the resulting
timetable. We include the requirement of such a common system head-
way into several known integer programming models and compare line
plans with and without this new requirement theoretically by investi-
gating worst case bounds. We also prove that we only have to consider
certain system headways, i.e., headways were the resulting frequency
is a prime number. Additionally, we test the two approaches on virtual
networks and close to real world instances and discuss the resulting
lines as well as the corresponding timetables to decide whether such a
constraint is beneficial.

Rail Scheduling for commuter services with resource
optimization - a case study on Mumbai suburban har-
bour line rail network

Narayan Rangaraj, Anurag Agrawal, Soumya Dutta, Madhu
Belur, Karuna Singh, B. Sebastian

An important problem in railway management is to realise the train
timetable with minimal resources, congestion, and satisfying (some-
times) complicated practical constraints. We address the rail schedul-
ing problem with rolling stock optimization and incorporate practical
constraints like headway, dwell, turnaround, symmetry, rake linkage
constraints etc. We formulate the problem as Mixed Linear Integer
Program (MILP). We extend the model to include platform availabil-
ity, car shed and siding constraints at different stations.

We present a case study based on the suburban network of Mumbai,
where we model both the periodic and an aperiodic versions of the
timetabling problem. This timetabling activity is done after the number
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of services have been decided by line planning activities. The advan-
tages and disadvantages of aperiodic and periodic timetables have been
discussed. While the focus of the periodic timetable has been on the
periodicity of services and therefore quality, the aperiodic timetable is
shown to better utilize the resources available without any significant
degradation in quality.

The model permits experimentation in timetabling options which sub-
sequently help to increase the number of services/throughput and iden-
tify the infrastructure bottlenecks.

A solution approach to large-scale railway crew
scheduling of multiple networks
Julia Heil

Our work deals with collective scheduling of railway crews over mul-
tiple networks with constrained attendance rates, a problem arising at a
German railway company. We describe the multiple-network problem
and propose a new method based on a partitioning-and-recombination
strategy along with a hybrid column generation and genetic algorithm
approach.

Currently the company schedules crews for each individual network
separately. Here, we test the hypothesis that scheduling crews collec-
tively over multiple networks could realize savings in personnel cost.
We discuss characteristics of the multiple-network crew scheduling
problem and briefly describe attendance rates for conductors, a special
condition in German regional passenger rail services. The problem is
then formulated as a set-covering problem with network-specific con-
straints.

The union of several different railway networks translate into one very
large and complex network. To solve this very large-scale optimiza-
tion problem, we apply and compare two solution approaches: 1) an
existing hybrid column generation and genetic algorithm approach de-
veloped by Hoffmann et al., and 2) a novel two-phase optimization ap-
proach which partitions the problem into smaller instances using net-
work information and subsequently feeds their solutions back into the
procedure of the original problem.

Tests with a real one-day case of 12 networks show that the two-
phase optimization approach performs best in both computational time
and best solution found. Moreover, we show that the collective crew
scheduling over multiple networks might cut personnel cost up to 3%.

Solving multi-stage optimization problems illustrated
on public transportation planning
Philine Schiewe, Anita Schobel

We consider multi-stage optimization problems consisting of several
subproblems (also called stages) which depend on one another through
coupling constraints. We assume that the overall problem is difficult
to solve (due to its size and the coupling constraints) but that the sub-
problems can be be solved in reasonable time. That leads to various
heuristic solution approaches where the most common one is to solve
the subproblems sequentially. But the resulting sequential solution is
seldom optimal for the overall problem, thus motivating to consider the
price of sequentiality which measures how good a sequential solution
is compared to an optimal solution for the overall problem. It is easy
to see that sequential solutions can be arbitrarily bad, i.e., the price of
sequentiality is infinite.

Therefore, different solution approaches have to be applied. We inves-
tigate the influence of the selection of non-canonical subproblems and
the order in which subproblems are solved on the overall solution qual-
ity as well as propose methods to modify subproblems by a Lagrangian
approach such that they better represent the overall problem.

Additionally, we illustrate our findings on three important problems
from public transportation planning, namely line planning, timetabling
and vehicle routing which are usually solved sequentially but actually
represent three stages of finding an optimal transportation system. We
present an integrated formulation for all three problems and provide
different solution approaches.
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The Impact of Load on the Route Planning of Electric
Freight Vehicles
Biilent Catay, Sina Rastani, Tugce Yuksel

Range anxiety poses crucial limitations for logistics operations per-
formed with electric vehicles (EVs) despite the advancements in the
battery technology. Accurate route planning by considering external
conditions is of critical importance for operational efficiency since dif-
ferent factors may increase the energy consumption significantly. In
this study, we extend the Electric Vehicle Routing Problem with Time
Windows (EVRPTW) by considering load factor. In EVRPTW, the en-
ergy on the battery is consumed proportional to the distance traveled by
the EV. In our case, the energy discharged during the trip is affected by
the load factor as well since it increases the consumption as the vehicle
carries more load. We formulate this problem as a mixed integer linear
program and perform an extensive experimental study to investigate
how load factor influences the routing decisions. Our aim is to present
managerial insights to both researchers and practitioners. We solve
small instances using a commercial solver. The results reveal that ne-
glecting load effect on the EV performance may yield route plans that
cannot be implemented in the real business environment.

On the advantages of including local drayage costs
into intermodal routing decisions
Hilde Heggen, An Caris, Kris Brackers

In intermodal transport, vehicle routing problems for drayage opera-
tions are usually solved after long-haul routing decisions have been
made. In current literature, the distance or travel time between each
customer location and the available terminals is taken into account
when solving the intermodal routing problem. Afterwards, pre- and
end-haulage is arranged by combining given transport tasks between
customer locations and terminals into routes. Although an integrated
view on these problems may provide cost savings and a better uti-
lization of the long-haul transport capacity, both problems are often
considered independently. The aim of this research is to assign full-
container requests to given, scheduled long-haul services and deter-
mine vehicle routes in order to minimize the total transport cost of the
system, which consists of the rail transport cost and the truck rout-
ing costs. For each request, the customer pickup and delivery loca-
tions are known, while the terminals through which it travels depend
on the selected service. Consequently, the delivery location for pre-
haulage transport tasks and pickup location for end-haulage transport
tasks are unknown in advance. The decision on the service selection
influences the routes of trucks in a service region, and thus the total
costs. Therefore, we present an integrated problem which considers
both long-haul service selection and the local routing of trucks at the
same time. The problem is based on a real-life case study from the
viewpoint of the transport planning department of an intermodal ser-
vice operator with a network of long-haul direct rail services between
multiple terminals within two large-volume freight regions, operated
based on weekly schedules. A mixed integer programming formula-
tion is presented to solve the integrated intermodal routing problem.
Preliminary experiments with small problem instances demonstrate the
benefits of integrated decision-making.

Changing Time Windows to Reduce Vehicle Kilome-
ters in a City Area
Corrinne Luteyn, Pieter Vansteenwegen

In the last decades, the number of vehicles delivering products in city
areas has increased enormously. Not only the shops and companies in
the area require a delivery of their ordered goods, but also the residents
of the city which ordered their new products online. All these cus-
tomers require a fast delivery within a tight time window. These time
windows for the customers are adding an extra complexity to the rout-
ing planning problem of the delivery companies. Besides that, these
time windows will often lead to an increase in vehicle kilometers. For
instance, when customers, which are located closely to each other, have
very different time windows, the delivery company has to visit almost
the same location twice, at different moments. This also leads to ex-
tra transportation costs for the delivery company. In this research, we
investigate the possible savings that can be obtained when a delivery
company has the ability to discuss possible changes in time windows
with their customers. By tuning the time windows of customers, which
are located closely to each other, the delivery company can save trans-
portation costs. However, if the company changes some of the time
windows, it might lose some goodwill by its customers. Therefore, we
present a new variant of the Vehicle Routing Problem with Time Win-
dows (VRPTW), namely the Vehicle Routing Problem with Changing
Time Windows (VRPCTW). The objective of this new problem is to
determine the best fixed number of time windows changes, such that all
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customers are served at minimal total transportation cost. In this prob-
lem, a difference is made between large changes and small changes. By
a large change, the time window of a customer is shifted to another part
of the day, while by a small change, the time window is only shifted for
a small number of time units. To determine good candidates for a large
change in the time window, the customers are clustered. Next, the time
windows of the customers within a cluster are tuned to each other. For
the case of small changes, a VRPTW with soft time windows is used to
determine good candidates. Considering soft time windows means that
customers can be served outside their given time window at a certain
penalty cost. This penalty cost consists of a fixed part and a variable
part, which is based on the deviation from the service time of the given
time window. To construct routes for the vehicles, a Variable Neigh-
borhood Search (VNS) is used. Customers where large penalty costs
are incurred in the constructed routes, are good candidates for changes
in their time windows. In order to test the performance of the presented
solution approach, two sets of benchmark instances are generated. The
first set is based on known instances for the VRPTW, while the second
set of instances is based on a real city road network. Preliminary re-
sults show that by changing only a small number of time windows, the
total transportation costs for the vehicles can be decreased by around
3%.

4 - Solving Location Routing Problems is as simple (or
difficult) as solving Routing Problems
Florian Arnold, Kenneth Sérensen

The Location Routing Problem (LRP) unites two important challenges
in the design of distribution systems. On the one hand, the delivery
of customers needs to be planned as effectively as possible, and on
the other hand, the location of depots from where these deliveries are
executed has to be determined carefully. In the last years many heuris-
tic approaches have been proposed to tackle LRPs, and usually the
computation of excellent solutions comes at the cost of an intricate al-
gorithmic design. Under the premise ‘if we can solve routing, we can
solve LRPs’, in this paper we introduce an efficient heuristic for LRPs
that is entirely based on a heuristic to solve routing problems. We es-
timate an upper bound for the number of open depots, and iteratively
apply the routing heuristic on each remaining location options. De-
spite its simple design, the heuristic competes with the best results in
literature, and is the first one that can also be readily adapted to solve
problems of very large scale.
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1 - On recognizing staircase graphs and solving clique-
problems on near-staircase graphs
Patrick Gemander, Andreas Barmann, Maximilian Merkert

Our work relates to the Clique-Problem with Multiple-Choice con-
straints (CPMC), i.e. the clique problem on a graph with a given par-
tition of the vertices, such that we have to choose exaclty one vertex
from each subset in the partition. In general, this problem is NP-hard.
However, on graphs with the so-called staircase property the problem
is solvable in polynomial time using a totally unimodular dual-flow
formulation of linear size. Under a given partition of the vertices this
property requires total orderings on the vertices in each subset which
have to fulfil certain conditions with respect to the edges present in the
graph. This raises the question whether we can decide if such orderings
exist for a given arbitrary graph with fixed partition.

In this talk, we give an overview of the staircase graph recognition
problem with given partition. The task is to find total orderings fulfill-
ing the necessary conditions, and we are able to show that this problem
is itself NP-complete on general graphs. This implies that finding total
orderings with a minimal number of violations is NP-hard.

We discuss the complexity of the above problem on different common
graph classes and, in particular, present an algorithm to solve the prob-
lem on bipartite graphs in polynomial time. A second, linear-time algo-
rithm allows us to determine whether a bipartite graph has the staircase
property when the order on the vertices of one side is already fixed.

These algorithms can be combined to heuristically produce orderings
such that the graph is as staircase as possible.

Since a graph with the staircase property allows using a totally uni-
modular dual-flow formulation to solve CPMC efficiently, we study the
performance of this formulation on near-staircase graphs. This means
graphs which fulfil the staircase property if a low number of edges is
added. In this case, we consider staircase relaxations, which are con-
structed by adding edges to the graph such that it becomes staircase.
‘We computationally evaluate our findings on different realistic instance
sets from the field of scheduling problems.

Improving Energetic Propagations For Cumulative
Scheduling
Alexander Tesch

We consider the cumulative scheduling problem (CuSP) in which a set
of non-preemptive multiprocessor jobs must be scheduled on parallel
machines according to release and due dates. This problem occurs
mainly as a subproblem in more complex scheduling environments, so
the goal is rather to compute a feasible schedule or to prove that there
exists none.

Several propagation algorithms are known for the CuSP that strengthen
the release and due dates of the jobs. We present a new technique that
is based on an energetic single machine relaxation of the CuSP that
improves the complexity and propagation strength of several state-of-
the-art propagation algorithms for the CuSP.

First computational results show the efficiency of the algorithms on
common test instances for the resource-constrained project scheduling
problem.

Learning objective functions from observed deci-
sions for combinatorial optimization problems

Oskar Schneider, Andreas Birmann, Alexander Martin,
Sebastian Pokutta

Domain experts in many different contexts solve optimization prob-
lems for different input data. Consider for example an expert at pro-
duction scheduling: he receives the demand for each day and decides
based on his domain knowledge when and on which machines to pro-
duce the required goods. We consider the setting where the specific
domain knowledge lies in the objective function of the optimization
problem to be solved, and where we are able to observe the input
data and the decision maker’s corresponding decisions over multiple
rounds. We assume that the true objective function is only known
implicitly by the expert, as it is often the case in practice. Our goal
is to find an objective function that allows us to emulate the expert’s
decisions and thus to take equally good decisions with respect to the
true objective. Previous work is in this context was based on KKT-
system decomposition and dualization approaches and therefore only
worked for convex decision domains. Our new approach is based on
online learning techniques and works for arbitrary domains for which
we have access to a linear optimization oracle. It works by relaxing the
requirement to learn a single objective to learning a series of objective
functions which on average perform as well as the true objective func-
tion employed by the expert. We prove that the solution quality our
algorithms achieve converges at a rate of O(1/sqrt(T)) in the number of
rounds T and present an in-depth computational study which confirms
the theoretical results for several combinatorial optimization problems.

Globalized Robustness for Gamma-Uncertainty-Sets
Andreas Birmann, Christina Biising, Lena Maria Hupp, Manu
Kapolke, Frauke Liers

We extend the notion of "globalized robustness”, introduced by Ben-
Tal and Nemirovski, to the case of polyhedral Gamma-uncertainty-
sets. The globalized robust counterpart to an uncertain linear pro-
gram that is considered here allows for the immunization of the so-
lution against Gamma-many changing parameters in a given row, as
studied by Bertsimas and Sim. In addition, it allows to "smoothen"
the behaviour of the solution for parameters outside of the prescribed
Gamma-uncertainty-set. If more than the Gamma-many specified pa-
rameters change, or they change by more than was initially specified,
the violation in the corresponding constraint or in the objective func-
tion will remain moderate, dampened by a suitable penalty term.

In this talk, we focus on the global robustification of the objective func-
tion, deriving compact linear formulations and complexity results. The
tractability of our formulations and the quality of the obtained solutions
will be tested for uncertain variants of several combinatorial optimiza-
tion problems.
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The irace package for automatic algorithm configu-
ration: recent developments

Alberto Franzin, Thomas Stiitzle, Leslie Perez Caceres,
Manuel Lépez-Ibdiiez

Modern optimization algorithms typically require the setting of a large
number of parameters to optimize their performance. The immediate
goal of automatic algorithm configuration is to find, automatically, the
best parameter settings of an optimizer. Ultimately, automatic algo-
rithm configuration has the potential to lead to new design paradigms
for optimization software. The irace package is a software package
that implements a number of automatic configuration procedures. In
particular, it offers iterated racing procedures, which have been used
successfully to automatically configure various state-of-the-art algo-
rithms. The iterated racing procedures implemented in irace include
the iterated F-race algorithm and several extensions and improvements
over it. In this talk, we summarize the main features of the irace pack-
age and the configuration methods it implements. The main focus of
the presentation will be on recent developments that include extensions
of irace for improving its performance for specific configuration tasks,
the usage of machine learning models inside irace, and some tools for
the analysis of the the configuration process and the proposed algo-
rithms. We also review some recent applications of irace.

Automatic Design of Hybrid Stochastic Local Search
Algorithms
Federico Pagnozzi, Thomas Stiitzle

Metaheuristics and, in particular, Stochastic Local Search, SLS, meth-
ods such as Iterated Local Search (ILS), Iterated Greedy (IG), Tabu
Search (TS), GRASP or Simulated Annealing (SA) have been used
with good results for many NP-hard optimization problems. Typi-
cally, when tackling such problems, an algorithm designer has to de-
cide which one of these methods to apply and how to adapt the chosen
metaheuristic to the problem. So far, this process has been carried out
manually using a trial and error approach that requires time and an
expert designer in order to achieve good results.

An alternative to the manual algorithm engineering is the automated
design of effective SLS algorithms through building flexible algorithm
frameworks and using automatic algorithm configuration techniques to
instantiate high-performing algorithms.

The concept of automatic algorithm design can be traced back to the
introduction of automatic configuration tools and unified algorithm im-
plementations. The former simplifies the configuration of algorithms
with a big parameter set, while, the latter expose the design choices,
when building a SLS, as parameters. By using the two together, we
can automatize the design of specific SLS in a process called program-
ming by optimization. We propose a way to adapt these ideas towards
generating high-performing algorithms for important scheduling prob-
lems. The method is based on decomposing the SLS algorithms to
components and to define a set of rules to describe how to combine
them. Finally, an automatic configurator is used to find the best com-
bination of components that satisfies the given rules. The presented
system can choose either to instantiate an existing SLS method or to
create a new one by hybridizing two, or more, SLS algorithms. More
specifically, the automatic configurator is used to select the best com-
ponents, the rules are expressed as a grammar, and a new framework,
called EMILI, has been created to implement the components and to
instantiate the algorithms.

EMILI has been designed to be an unified framework for the auto-
matic SLS design. EMILI is based on (i) a decomposition of SLS al-
gorithms into algorithmic components, (ii) an algorithm template from
which many different types of SLS methods can be instantiated, (iii)
a recursive definition of possible algorithm compositions that in turn
allow to generate hybrid algorithms, and (iv) a strict separation be-
tween algorithm-related components and problem related components.
EMILI is a significant refinement over previous proposals in terms of
ease of implementation and algorithm composition, the comprehen-
siveness of the implemented components, and the possibility of tack-
ling problem classes rather than single optimization problems.

3-

A Component-Based Analysis of Simulated Anneal-
ing

Alberto Franzin, Thomas Stiitzle

The field of metaheuristics lists by now dozens of methods, and new
algorithms are continuously being proposed. Moreover, while great
importance is given to the effectiveness of such methods, compara-
tively little attention is devoted to understanding how and why these
methods work. As a consequence, the algorithm designer who wants
to choose a metaheuristic algorithm to solve a problem is faced with
the dilemma of choosing one algorithm.

The goal of this work is instead to understand more in depth the be-
haviour of metaheuristic algorithms from an experimental perspective,
and we use Simulated Annealing (SA) as an example.

Simulated Annealing (SA) is one of the oldest metaheuristics and
has been adapted to solve many combinatorial optimization problems.
Over the years, many authors have proposed both general and problem-
specific improvements and variants of SA. We propose to accumulate
this knowledge into automatically configurable, algorithmic frame-
works so that for new applications that wealth of alternative algorith-
mic components is directly available for the algorithm designer without
further manual intervention. To do so, we describe SA as an ensemble
of algorithmic components, and describe SA variants from the litera-
ture within these components.

This approach has several advantages. First, it is immediate to rein-
stantiate existing algorithms and imporove their performace with au-
tomatic algorithm configuration. Second, the combination of algorith-
mic frameworks with automatic configuration tools allows to automat-
ically design new, state-of-the-art algorithms. Third, it facilitates a
sound study on algorithms and algorithmic components based on ex-
perimental data. We experimentally demonstrate the potential of this
approach on three common combinatorial optimization problems, the
quadratic assignment problem and two variants of the permutation flow
shop problem.

In particular, we study existing and automatically generated SA imple-
mentation for these problems, and we perform an importance analy-
sis to determine which components of a SA are key to discover good
solutions. We observe that the acceptance criterion (that determines
whether a candidate solution has to be accepter or now) and the ex-
ploration criterion (that chooses a candidate solution in the neighbour-
hood to evaluate) are the two most important components; the com-
ponent most studied in theory, the cooling scheme, is surprisingly not
as important. We also observe that a strong convergence behaviour is
necessary for a SA algorithm to perform well, opposed to the broad
initial exploration entailed by the settings commonly chosen for a SA
algorithm.

SAPIAS Concept: Towards an independent Self-
Adaptive Per-Instance Algorithm Selection
Mohamed Amine El Majdouli

The general concept of the proposed Self-Adaptive Per Instance Algo-
rithm Selection concept labeled as "SAPIAS" concept is composed of
four important cooperating layers. The first two layers are supposed to
be implemented for an online execution mode and the last two layers
for an offline mode. The first "Prediction" layer defines a Per-Instance
Algorithm Selection. This is the classical task where, based on a pre-
built prediction model, a schedule of algorithms is selected to optimize
a new given instance. Once the optimization process is achieved, the
predicted schedule along with the solution found are passed to the sec-
ond layer called the Advisor layer. In this second "Advisor" layer,
two operations are respectively triggered. The first one is using a low
budget "Prediction Checker" algorithm to optimize the new instance
starting from the actual solution received from the first layer. The goal
here is not to check the prediction accuracy in the precedent layer, but
rather detect if an improvement of this solution can be performed. Ac-
tually, The Prediction Checker implements all the improvement strate-
gies used in all algorithms present in the algorithm space used by the
prediction model in the first layer. Afterwards, if the solution is en-
hanced, the Prediction Checker identifies the algorithm(s) which the
enhancing improvement strategy(s) belongs to. The set of active algo-
rithms in the schedule is passed to the next layer. The third "AAC"
layer aims to find an algorithm by automatically configuring different
components used by the set of algorithms received. For this reason,
a Two Phase Automatic Algorithm Configuration is established. In
the first phase, an algorithm configuration is performed at the com-
ponent level. Indeed, an algorithmic framework is constructed first,
then an automatic configuration is performed to find a well performing
configuration. Besides the technical implementation of such config-
uration, a very important point is that this configuration is evaluated
using only the new instance. Afterwards, if a successful configuration
is found, the next phase performs an extensive parameter tuning, how-
ever this time, all instances available are used. The parameter tuning
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should ensure in the first place a good parameter set for the new in-
stance and build a performance space for the new algorithm mapping
its performance to each instance. In the fourth "Update" layer, the ex-
isting performance space is merged with the new performance space
of the new algorithm allowing to remove algorithms where the new
algorithm performs better in their respective instances. In this layer,
the prediction model is also updated by regenerating a new one using
extracted features from the newly given instances. This update is ruled
using an update threshold monitoring the number of new instances or
algorithms waiting to be added.
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Consequences of the interplay between volatility and
capacity on workforce planning and employee learn-

ing
Matthias Schinner, Peter Letmathe

Organizations face increasing dynamic turbulences in their business
environments through strong demand fluctuations driven by specific
customer requirements, shorter lifecycles and technology changes.
This results in more challenging production ramp-ups defined as the
"period between completion of development and full capacity utiliza-
tion" (Terwiesch & Bohn, 2001). To successfully manage ramp-up,
workforce learning is of central importance to reduce the uncertainty
and instability (Terwiesch & Bohn, 2001). Multiple research studies
have shown that learning and training of shop-floor employees can sig-
nificantly reduce production costs and improve the quality of products.
However, training measures are often in conflict with employee capac-
ity restrictions.

We present an MIP workforce scheduling model that allows to inves-
tigate the impact of demand volatility on the learning and training of
employees in production systems. We specifically focus on the inter-
actions of demand volatility and employee capacity and analyze the
consequences on the learning and training behavior of employees and
efficiency gains in different ramp-up scenarios. The model takes in-
dividual learning during task performance and through external train-
ing as well as forgetting into account. Furthermore, the model incor-
porates substitutable production activities, varying capacity restriction
and shortage costs. To obtain insights about cost-optimal learning pat-
terns, we examine an extensive dataset that is based on 300 scenarios
with varying demand volatility and capacity restrictions. Each scenario
is calculated for 18 periods and also includes the ramp-up phase of the
production system. Overall, we show how to generate learning and
qualification strategies under different demand volatility scenarios and
analyze the specific properties of our solutions.

Consequences of budgeted training access in pro-
duction systems and workforce planning
Patricia Heuser, Peter Letmathe, Matthias Schinner

Many companies have to adjust their product portfolio to fast chang-
ing markets and high demand volatility. As a result, they need to invest
in workforce learning and training measures to gain flexibility. Espe-
cially during ramp-up phases employees have to adjust their skill sets
to new production requirements. While traditional employee training
models focus on a condensed period of training at the beginning of
an employment or the ramp-up of a new production process, we aim
to shed light on the effectiveness of more flexible concepts of training
with a general availability of training measures during a product’s life-
cycle. To compare different concepts of employee development, we
budget training with regard to two dimensions, the training capacity
per period and periods which do not allow for training. For analyz-
ing the impact of different training scenarios, a multi period workforce
scheduling problem with workers, who learn on the job and due to ex-
ternal training is considered. All employees start with a defined initial
skill level when a new production ramp-up phase starts. We also in-
clude forgetting into our model. Two simulated training environments
are distinguished. In the first setting training possibilities are budgeted,
training measures are only available in the first periods of production

ramp-up. In the second setting training measures are not limited time-
wise and employees can undergo training sessions in each of the cal-
culated 18 periods per scenario. Data from a computational study with
600 scenarios and near-optimal solutions are analyzed statistically to
derive insight on efficiency gains, production cost savings, shortage
costs and competence outcomes depending on different training en-
vironments and demand volatility. Overall, we investigate different
training strategies under different demand volatility and scenarios and
analyze the specific outcomes to give managerial insights.

Real-world staff rostering via branch-and-price in a
declarative framework

Marco Bender, Sebastian Berckey, Michael Elberfeld, Jorg
Herbers

An important problem in staff scheduling is roster generation. The task
is to find an assignment of shifts to employees, such that qualification
restrictions and demands are met as well as possible. This assignment
problem is in particular challenging due to business rules concerning
working time, day on/off patterns, rest times, or employee preferences.
This talk outlines INFORM'’s staff rostering optimizer that is used to
solve large-scale real-world rostering instances, and evaluates the per-
formance of the optimizer on nurse rostering data. Moreover, we de-
scribe how we integrate the optimizer into our system and adapt it to
the needs of our customers using a declarative programming frame-
work.

Dynamic Task Allocation With Learning And Forget-
ting

Peter Letmathe, Thomas Vossen

Learning plays an important role in broadening employee competen-
cies for higher productivity. Conversely, when employees leave a com-
pany, for example, these competencies might be lost and have to be
rebuild. Therefore, it is of great importance to employ the learning
potential by allowing allocating production tasks to employees so that
learning curve effects can be leveraged in order to optimize related
productivity gains. We consider a setting where tasks arrive randomly
over time for possible processing. Incoming tasks can be allocated
to (human) resources, whose productivity depends on the number of
tasks processed by the resource before (learning) and is impacted by
changes in the workforce over time (forgetting). We formulate the task
allocation problem as a weakly coupled stochastic dynamic program-
ming problem, and use a Lagrangian Relaxation approach to derive
heuristic allocation policies. We evaluate the flexibility and resilience
that emerge from these policies, and analyze how various environmen-
tal factors impact performance. Our results indicate that learning eects
impact resource allocation dynamics and we show that higher produc-
tivity not just increases nominal capacity (measured in production out-
puts) but also improves costs of production.
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Multimodal itineraries ranking using fuzzy logic
Lizhi Wang, Vassilissa Lehoux, Marie-Laure Espinouse,
Van-Dat Cung

The size of the Pareto set of a multicriteria multimodal shortest path
problem can be exponential. Even approximation sets can remain quite
large, while a multimodal trip planner app user would like to have only
a few but relevant choices. Therefore, we need to select some of the
alternatives and propose them to the user. Furthermore, since users
can have different preferences (one likes walking, the other prefers the
bus) and trip contexts (need to arrive quickly, etc.), the set of returned
alternatives needs to be personalized. Hence, this study started by won-
dering: How can we propose a reasonably small size set of "personally
good" alternatives to the corresponding user? For this aim, we need
to find a way to model the users’ preferences, and then evaluate each
alternative comparing to the others regarding the user’s preferences.
In the existing studies, the users’ preferences are mostly modelled by
some weights for each criterion, which are given by the users and that
enable to aggregate all the criteria into one single objective function.
We think it’s difficult to describe one person’s feeling by a crisp num-
ber and that the Fuzzy logic is better suited in this situation. In this talk,
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we are proposing a Fuzzy system to rank the alternatives . Our system
has three phases. In the first phase, we transform the users’ preferences
and the alternatives’ criteria evaluation into fuzzy sets. For example,
preference on the subways can be "Like" with a descriptive member-
ship value (obtained from user assessment of her preferences), the total
duration of one alternative can be "Long" with its membership value
(read from its evaluation function). During the alternatives’ criteria
transformation, we are proposing two novel methods of fuzzification
according to the different types of criteria for setting the membership
functions. The first method uses a parameter which is called the "toler-
ance" of the user for each criterion, while the second method is based
on a clustering of the alternatives. In the second phase, a combination
between user’s preferences and the rating of the alternatives for each
criterion according to the membership functions allows to evaluate the
user’s satisfaction on each criterion. The combination is realized by
using a set of fuzzy rules. In the third phase, we propose a new defuzzi-
fication method, combining the different levels of satisfactions that we
calculated in the second phase into a general satisfaction of the alter-
native. The general satisfaction is represented by a crisp number that is
our ranking parameter. In order to assess the method, we built a survey
in which we asked people to rank alternatives, and we compared the
surveys’ results with the results from our ranking system. The PhD of
Lizhi Wang is financed by the Region Auvergne Rhone-Alpes via the
academic research community ARC7.

A Pilgrim Scheduling Approach to Increase Safety
during the Hajj
Matthes Koch, Sven Miiller, Knut Haase, Mathias Kasper

The Hajj - the great pilgrimage to Mecca, Saudi Arabia - is one of
the ve pillars of Islam. Up to four million pilgrims perform the Hajj
rituals every year. This makes it one of the largest pedestrian prob-
lems in the world. Ramy al-Jamarat - the symbolic stoning of the devil
- is known to be a particularly crowded ritual. Up until 2006, it was
repeatedly overshadowed by severe crowd disasters. To avoid such dis-
asters, Saudi authorities initiated a comprehensive crowd management
program. A novel contribution to these eorts was the development of
an optimized schedule for the pilgrims performing the stoning ritual.
A pilgrim schedule prescribes specic routes and time slots for all reg-
istered pilgrim groups. Together, the assigned routes strictly enforce
one-way ows towards and from the ritual site. In our paper, we intro-
duce a model and a solution approach to the Pilgrim Scheduling Prob-
lem. Our multi-stage procedure rst spatially smoothes the utilization of
infrastructure capacity to avoid dangerous pedestrian densities in the
network. In the next optimization step, it minimizes overall dissatis-
faction with the scheduled time slots. We solve the Pilgrim Scheduling
Problem by a x-and-optimize heuristic and subsequently simulate the
results to identify necessary modications of the scheduling constraints.
The scheduling approach was an integral part of the Hajj planning pro-
cess in 2007-2014 and 2016-2017. No crowd disaster occurred in these
years.

Mixed Fleet of Vans and Embedded Autonomous Ve-
hicles for Parcel Delivery
Olivier Gallay, Marc-Antoine Coindreau, Nicolas Zufferey

The potential use of light unmanned vehicles (typically drones or
robots) to transport goods is currently gaining larger interest in both
the industrial and academic communities. Directly inspired by an in-
dustrial application currently under development at a large European
mobility provider, we evaluate in this contribution how vans and un-
manned vehicles can be combined in the context of parcel delivery. In
particular, we consider the situation where drones or robots are em-
bedded into the delivery vans themselves. When it is efficient to do so,
these light unmanned ressources can leave the vehicle with parcels to
be delivered at customer locations, and thereafter come back to the van
to be refilled and recharged. While drones and robots are cost efficient
and more agile but suffer from low range as well as room space for
parcel storage, vans are relatively more expensive and induce a larger
ecological footprint but offer on the other hand larger autonomy and
capacity. In a static day-ahead context, our dedicated metaheuristic
generates solutions that allow to take advantage of the specific char-
acterisitics of each of these transport modes. As a result, we show
that, while autonomy and capacity issues prevent from implementing
a delivery fleet consisting only of unmanned vehicles, synchronizing
them efficiently with vans offers room for substantial cost savings in
comparison to a classical fleet including vans only.
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A Multiobjective Approach to Hospital Patient to
Room Assignment
Tabea Krabs, Christina Biising

Patient to room assignment is an important task in hospitals as it has
a major impact on the degree of capacity utilisation and care qual-
ity. In the last years this problem has gained more and more attention
in literature but is still far from being satisfactorily solved. The goal
of patient to room assignment is to find an assignment that assigns
every patient to exactly one room for every day of their stay respect-
ing the room capacities and fundamental constraints such as necessary
medical equipment or the specialism of the corresponding department.
Naturally, this assignment should avoid transfers of patients between
different rooms during their stay as much as possible. Furthermore,
assignments of female and male patients to the same room at the same
time are not desirable.

We propose a new interpretation of patient to room assignment as a
multiobjective optimization problem, where we consider the suitabil-
ity of an assignment, the total number of transfers and the total num-
ber of gender mixed room assignments as separate objective functions
rather than combining them with predefined weights to a single ob-
jective function. This allows more flexibility in decision making than
formulations that are based on predefined proportions of the different
cost factors and goals.

In this talk, we present results on the complexitiy of this problem and
some structural insights of the Pareto front. Furthermore, we compare
different approaches to solve this multiobjective optimization problem
such as scalarization approaches or heuristics for computing the Pareto
front.

An integrated approach for patient admission con-
sidering operating theater and intensive care unit
scheduling

Lisa Koppka, Sebastian Rachuba, Khairun Bapumia, Brigitte
Werners

In a hospital, the decision on how many patients to admit for surgery
per week typically affects multiple organizational units. These include
downstream resources such as the intensive care units (ICUs) and, in
particular, the operating theater (OT). In this talk, we will discuss how
a more detailed consideration of the patients’ path through the OT and
ICUs affects the decision on patient admission. We focus on admission
planning, the OT and the ICUs and consider mutual effects. A simula-
tion study with realistic data from a large German hospital for thoracic
and cardiovascular surgery is applied to derive recommendations for
practice.

A comparative analysis of solutions for the emer-
gency department crowding problem by use of
discrete-event simulation

Lien Vanbrabant, Kris Braekers, Katrien Ramaekers, Katrien
Ramaekers

The last couple of years, emergency department (ED) crowding has
become a major international problem. Crowding is caused by an in-
crease in the demand for emergency services in combination with a
lack of sufficient resources to fulfil the demand. The aim is to improve
ED efficiency by allocating the available capacities in the best possible
way, while taking the interests of staff, patients and hospital manage-
ment into account. In order to analyse and optimise ED operations,
simulation techniques are frequently used. Simulation enables to cap-
ture the stochastic, complex and time-dependent nature of patient flow
through an ED. As a result, a simulation model is capable of approx-
imating real-life behaviour, and allows for reliable what-if analyses.
The aim of our research is to compare different improvement options
and identify the most effective (combination) based on a realistic sim-
ulation model of a Belgian ED. Discrete-event simulation is used be-
cause of the ability of this simulation technique to model patient flow
at the level of an individual patient. Furthermore, discrete-event sim-
ulation models the system on a microscopic level with a large amount
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of detail. These characteristics make this method particularly suitable
for operational analysis, requiring a detailed model of the system to
find specific improvement areas. Our discrete-event simulation model
is based on the ED of a Belgian university hospital. As a result of us-
ing real-life input data extracted from the electronic health records of
the ED under study, and because of a thorough analysis of these input
data, the model provides a realistic and detailed representation of the
actual patient flow through the ED. Furthermore, insights into possible
problem areas within the ED are acquired through the input data anal-
ysis. The findings of this analysis are used along with the simulation
output to identify possible areas for improvement. In current ED simu-
lation literature, an extensive amount of improvement options and key
performance indicators (KPIs) are provided. A sensitivity analysis is
executed to identify the most promising options to improve ED perfor-
mance within different parts of patient flow. The improvement options
are weighed against each other based on a set of KPIs, as covering all
aspects of ED performance and the interests of all stakeholders within
one KPI is impossible. In addition to evaluating single improvement
options, the effect of the simultaneous introduction of improvements
is also investigated. Improvement options are usually considered inde-
pendently in ED simulation literature, but given the interdependency
between sequential processes within the patient flow and the fact that
improvements may have contradicting effects on different KPIs, this
approach may lead to a suboptimal solution for the crowding problem.

4 - The Dial-a-Ride Problem for Patient Transport Ser-
vices
Martin Comis, Christina Biising, Waldemar Laube

The number of general practitioners in rural areas has steadily declined
in recent years. This has significantly increased the access distances to
the nearest general practitioner in the affected regions. Especially for
the growing elderly share of the population who are often no longer
able to drive a vehicle on their own, this progressively endangers pri-
mary health care.

A popular approach to overcome these access difficulties are so-called
patient transport services. The idea behind these services is to bun-
dle patient transportation requests and to make use of ride sharing to
efficiently take patients to their general practitioner at an affordable
price. However, this requires a complex planning and scheduling pro-
cess which is addressed by the dial-a-ride problem. Formally, the dial-
a-ride problem is the following: Given a set of vehicles and a set of
transportation requests, design feasible vehicle routes and schedules
accommodating a maximum number transportation requests at mini-
mal cost.

For patient transport services, service quality and convenience are cru-
cial to ensure general acceptance. We therefore present algorithms for
the dial-a-ride problem balancing out operational cost against service
quality. In order to evaluate their applicability to patient transport ser-
vices, we test these algorithms in an agent-based simulation environ-
ment which models the interactions of patients and general practition-
ers in primary care on an individual level. This enables us to compare
algorithms with respect to their performance as well as quantify the
influence and benefits of a patient transport services on the health care
system itself.
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1 - A statistical approach to evaluate pricing policy on
aggregated market level for mixed bundling
Shuai Shao

The general trend in the aviation industry in last years has been gener-
ate ancillary revenue by offering additional services. Low-cost carriers
are particularly known to only offer ancillary services a la carte (pure
components). Many network carriers have adapted to unbundle their
services and seek ancillary revenues, too. Preventing possible nega-
tive impact on customer perception and brand image, most of these
traditional airlines also offer branded fares beside the single unbun-
dled components as a preset bundle, where certain ancillaries are in-
cluded (mixed bundling). In this study we introduce a novel perspec-
tive for ex-post evaluation of given bundle-pricing policies in the mixed

bundling context and interpret the ancillary revenue sources as well as
opportunities through comparing so-called transition-streams between
three choices of a customer, namely no ancillaries, a la carte and bun-
dle. We use standard regression methods (multinomial logit) to in-
fer individual behaviour by analyzing aggregated data on market level
from a major European airline. With the General Data Protection Reg-
ulation in the European Union come into effect, such high-level models
which only require aggregated market data and no individual personal
data are becoming more relevant. By using such models however, we
assume the characteristics of customer-mix in each observed market
are similar between the comparing periods. Under this assumption,
the results reveal existence and variability of price elasticities among
different segments based on likelihood ratio test. These results would
help companies to segment their market based on price elasticity and
optimize their ancillary offerings accordingly.

Estimating the price-demand function by the demand
distribution analysis over the booking horizon
Tomasz Sliwinski

Knowing the customers response to the price changes is of utmost im-
portance to many industries. In the parametric approach the response is
described by the parameterized price-demand function, which can take
different forms, like linear, exponential, log-linear, logistic, etc., de-
pending on the modeled process and on the required properties. What-
ever function we choose, we would like to find the best parameter val-
ues describing the customers behavior.

Unfortunately, historical data for many industries, like hotels, airlines
or car rentals, include examples of a positive correlation between price
and demand — there is a high demand in periods of high prices. This
disturbs the classic procedures of price-demand function estimation.
On the other hand, each customer makes his own decision based on
his personal preferences and available data — even in high season he
accepts or not higher prices and compares prices of the same or similar
products between competing producers/service providers effectively
responding to price changes. We are interested in revealing this per-
sonal response, which is independent of the natural variability of the
number of potential customers.

Typically in hotels and airline industry the booking pattern over the
booking horizon for a single stay date is similar for all stay dates, in-
dependent of the actual demand level. The correlation becomes even
smaller when stay dates are grouped into sets with different total de-
mand, for example high season, low season and very low season.

In the following we propose a methodology to estimate the parame-
ters of the price-demand function in situations when reservations can
be made long before the arrival/flight over some booking horizon. The
changes in the distribution of demand over the booking horizon as a
reaction to the price changes are used as the main source of the data
for the estimation. The approach allows to estimate the parameters
of different response models, including non-linear ones, with different
reference prices. What is more important, distinct parameter set can be
defined for each booking period, where the booking period is defined
as a range of days before the arrival/flight common for all stay/flight
dates, for example 0-1, 2-7, 7-15. This allows to reveal the changes
in price-demand response depending on the time remaining to the ar-
rival, which can be extremely useful for the subsequent dynamic price
optimization.

We show the results obtained using simulated as well as real book-
ing and pricing data. We also roughly judge the quality of the price-
demand function parameter estimation.

Pricing Strategy of Non-profit Organizations: A Case
Study of the Opera Theater in Japan
Keisuke Yoshihara, Hiroshi Ohashi

Non-profit organizations receive money from a variety of sources. The
opera theater in Japan has government grants, ticket revenue, theater
rentals and private donations as revenue sources. The government
grants and the ticket revenue especially account for a large fraction
of its total revenue among others. Since it is pointed out that the gov-
ernment grants per attendance in Japan is much higher than that in
foreign countries and the grants tend to be reduced every year, how
the theater increases its ticket revenue is thought of as an important
operational challenge. In this paper, we study pricing strategy of the
theater and investigate whether the current ticket prices are optimal
and how theater’s ticket revenue would change if it re-optimizes the
ticket prices. We first estimate the demand function by modeling the
consumers’ ticket purchasing behavior as discrete choice model. We
use a novel data set combining ticket transaction data, seating capacity
data and production cost data, provided by a particular opera theater
in Japan. The data covers a total of 269 opera productions and 1,096
performances performed from 2001-2002 to 2016-2017 seasons. After
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estimating the demand function, we compute the optimal ticket price
of each seat category for all performances in our data set based on the
estimated demand parameters and the model of theater’s price setting
behavior. We find that the computed optimal prices are roughly close
to the current prices except for the highest-quality seat category and
the theater may increase its ticket revenue by raising the price of the
highest-quality seat category. Moreover, we conduct additional coun-
terfactual simulations in terms of the flexibility of theater’s price set-
ting behavior such as no price discrimination by seat category, charg-
ing different prices per performance of a particular production and dy-
namic pricing, and investigate their impacts on theater’s ticket revenue.
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Acyclicity in Network Flow Problems - Towards a new
approach to optimizing potential-based flows
Kai Helge Becker, Benjamin Hiller

Potential-based flows are an important extension of classical network
flows that are relevant for the management of gas, power and wa-
ter transportation networks. In networks of this type the flow on an
arc is determined by the difference of the potentials of its incident
nodes, which often leads to challenging MINLP problems. In this
paper we study the combinatorial structure that results from the in-
terplay between the flow balance at each vertex and the acyclic nature
of potential-based flows, suggest a new approach to optimizing these
flows and present some computational results.

New results on online throughput maximization
Franziska Eberle, Lin Chen, Nicole Megow, Kevin Schewior,
Clifford Stein

We consider a model for single-machine scheduling under uncertainty.
In this model, we assume that a set of jobs with processing times
and deadlines arrive online, and there is no knowledge about the jobs
that will arrive in the future. We focus on preemptive single-machine
scheduling with the objective to maximize the total number of jobs
completed on time and aim for worst-case guarantees. To circumvent
known impossibility results, we assume that each job has some slack
upon arrival, meaning that the job can be delayed by a certain amount
of time relative to its processing time and still finish on time. Regard-
ing the commitment of the scheduler, we distinguish three different
cases: commitment at the arrival of jobs, commitment at the start of
jobs, and non-commited scheduling. If jobs can only be discarded at
arrival, we prove that no online algorithm can achieve worst-case per-
formance guarantees. For the remaining two cases, we analyze two
variants of a simple combinatorial algorithm. For the setting where
jobs admitted by the scheduler must be processed until completion, we
derive the first nontrivial performance guarantee. For non-committed
scheduling, we improve upon the currently known best upper bound
on the worst-case ratio and provide a matching lower bound.

Upper Bounds for Heuristic Approaches to the three-
dimensional Guillotine Strip Packing Problem
Torsten Buchwald, Guntram Scheithauer

We consider the COMB-3D heuristic for the three-dimensional Strip
Packing Problem. This heuristic combines an implementation of a
First-Fit Decreasing- Height, called FFDH-3D heuristic, and the algo-
rithm of Steinberg. Furthermore, it is known that the absolute worst-
case performance ratio of this heuristic is at most 5. In this presenta-
tion, we show an example which proves that this absolute worst-case
performance bound is tight. It reveals that this absolute worst-case
performance bound can only be reached by instances which fulfil a
certain property. Using induction, we succeeded to prove an improved
absolute worst-case performance bound for the case that this property
is violated. Again we construct examples to show that this absolute
worst-case performance bound is tight and is at least 4.5. Furthermore,
we show that the absolute worst-case performance of the COMB-3D
heuristic is at most 4.25 if the length of each item is not smaller than

its width and the lengths of the container is not greater than its width.
This conditions can be fulfilled for the z-oriented three-dimensional
Strip Packing problem, where length and width of items can be inter-
changed but the height of the items is fixed. We also proved that this
absolute worst-case performance bound improves to 4, if the container
has a squared base area. This theorem is proved by a comprehensive
case-by-case analysis and a special kind of induction, where the in-
duction index i increases from i-1 to i or i+1. Furthermore, we show
that if all items and the container have squared base area, the absolute
worst-case performance ratio of the COMB-3D heuristic is at most
3.6875 and if all items are cubes the absolute worst-case performance
of the COMB-3D heuristic is at most 3.561. For proving these theo-
rems we had to consider an unsolved problem for the two-dimensional
Bin Packing Problem: Can a set of items of length and width at most
1/2 and total area at most 5/9 be packed into a bin of length and width
1? By a comprehensive case-by-case analysis we proved that such a
set of items can be packed into the bin if all items are squares. This
result solves the problem for a special case and is also tight, which
means that 5/9 is the maximum total area bound. Finally we show that
all pattern of the COMB-3D heuristic have the guillotine-property. gg

Complexity and Scenario Robust Service System De-
sign
Marek Kvet, Jaroslav Janacek

A robust design of an emergency service system operating on a real
transportation network has to be resistant to randomly appearing fail-
ures in the network. To incorporate system resistance into an associ-
ated mathematical model, a finite set of failure scenarios is generated
to cover the most fatal combinations of the failures. Then, the system
is suggested in such way that the maximal detrimental impact of the
individual scenarios is minimized, what means that the maximal value
of objective functions corresponding with the individual scenarios is
minimized. A simple emergency system design can be modelled as a
weighted p-median problem. While a simple weighted p-median prob-
lem is easily solvable, the robust system design is hard to be solved for
the following causes. The first one originates in the size of the result-
ing model. The second one consists in usage of min-max constraints,
which link up the individual scenario objective functions to their com-
mon upper bound, which represents the objective function of the robust
design problem. These min-max link-up constraints represent an un-
desirable workload of any integer-programming problem due to bad
convergence of the branch-and-bound method. This paper deals with a
way of scenario set generation to determine the most convenient size of
disjoint scenario set to ensure both acceptable computational time and
sufficient measure of robustness. As the set of detriment scenarios is
not evaluated by probabilities of their occurrence, a question of robust-
ness measure arises. Within the paper, we use previously introduced
"price of robustness" to appraise deterioration of the standard objec-
tive function as a consequence of robustness improvement and "gain
of robustness" to asset the robustness improvement. To generate the
individual scenario sets, we follow up on our previous research aimed
at revealing the transportation network arcs, which are critical from
the point of proper functioning of the service system. We make use of
complete arc characteristics to construct disjoint scenario set based on
distribution of given amount of additional transportation performance.
We perform the above mentioned research on set of generated robust
problem instances to explore mutual relations among size of scenario
set, computational time necessary to obtain the optimal design and ro-
bustness characteristics.
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Ancillary services from the distribution grid - poten-
tial of sector coupling and cooperation regimes of
grid operators

Michael Zipf, Dominik Most
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As a consequence of the energy turnaround in Germany, there has been
an increase in installed electrical capacities in the distribution grid in
recent years, as more and more renewable energy sources (RES) have
been connected to the distribution grid. Another fundamental change
is the increasing sector coupling, which will mainly be implemented in
the distribution grid. Consequently the potential of sector coupling for
renewable integration is of special interest as well as how and to what
extent distribution system operators (DSOs) can use this potential to
improve their own grid operations.

This study examines the potential of the distribution network in the
course of sector coupling in order to minimize the costs for conges-
tion management for the DSO as well as for the TSO. The focus of the
work is on the one hand on the analysis and detailed representation of
the various technologies, such as heat pumps, electric mobility or de-
centralized battery storage. On the other hand, it is investigated which
cooperation regimes between the network operators positively support
the use of this potential. In order to investigate different cooperation
regimes, an equilibrium model is developed that takes into account all
TSOs and DSOs in Germany - down to the high voltage level - and
maps their responsible network areas. Different cooperation regimes
of network operators are formulated as a Generalized Nash Equilib-
rium (GNE) and converted into a mixed complementarity problem by
using a linearization approach in order to solve the problem. The net-
work operators are represented as individual players. There are two
different cases: firstly, the network operators interact on the basis of
asymmetric information, i.e. the respective network operator only has
information about the load flows in its own network area and only opti-
mizes the re-dispatch use in its own network area without taking posi-
tive or negative effects in or from the other network areas into account.
In the other case it is assumed that the network operators share the in-
formation, which leads to the network operators supporting each other
with their re-dispatch measures.

The results show that the potential for cost reduction through increased
sector coupling and the active integration of decentralized network
congestion management tends to be low. Due to the approach with the
equilibrium model, it can be shown that flexible consumers are a good
local solution, but the potential in case of full cooperation between the
players is limited. This is not due to the time availability of the respec-
tive technology, but because the costs for the use are relatively high
and there are numerous other, more economical options. The impor-
tance of decentralized technologies increases significantly in the event
of delayed network expansion or limited cooperation between network
operators.

Application of Fuzzy Theory for Optimizing Portfolios
of Wind Power Generation Assets in a Changing Pol-
icy Environment

Reinhard Madlener, Barbara Glensk

Modern portfolio theory, introduced by Harry M. Markowitz in 1952,
is a well-developed paradigm based on probability theory and widely
used for both financial as well as real assets. However, to capture the
complex reality of decision-making processes fuzzy theory has been
proposed as an alternative to the probabilistic approach. In contrast to
probability theory, the possibility distribution function, which corre-
sponds to the probability distribution function, is defined by a so-called
membership function describing the degree of affiliation of fuzzy vari-
ables. In this paper, the investor’s aspiration levels of a portfolio’s
return and risk are regarded and expressed by logistic membership
functions. More specifically, we propose the semi-mean absolute de-
viation (SMAD) as a risk measure in situations where only negative
deviations are to be considered. Moreover, we introduce a fuzzy semi-
mean absolute deviation (FSMAD) portfolio selection model, aiming
at investigating its usefulness for the selection of wind power gener-
ation assets. Using a semi-mean absolute deviation (SMAD) model
as a benchmark, and a fuzzy semi-mean absolute deviation model for
comparison, we consider five onshore wind parks in Germany in a
portfolio analysis. Regarding the changing regulations in the German
Renewable Energy Sources Act (Erneuerbare-Energien-Gesetz, EEG)
the results show that the combinations of favorable assets represent-
ing efficient portfolios are very similar, although the portfolio shares
are markedly different. In addition, the return and risk spans of the
SMAD model are much broader than for the FSMAD model. The
highest returns are generated by portfolios based on the latter model.
Offering fewer portfolio choices, the FSMAD model thus facilitates
decision-making. This is in compliance with the notion that portfo-
lio optimization by fuzzy sets theory is able to better account for the
decision-maker’s preferences under real-world conditions.

Two-Stage Unit Commitment Modeling for Virtual
Power Plants
Lars-Peter Lauven

The development of an increasingly decentralized, renewable power
supply requires new or refined planning approaches. Compared to unit
commitment planning in regulated markets with a dominant share of
dispatchable power generation, power systems with large shares of
intermittent renewable power sources such as wind or photovoltaics
are subject to uncertainties on the supply side in addition to uncer-
tain load forecasts and prices. Virtual Power Plants have been devel-
oped to aggregate intermittent renewables with so-called flexibility op-
tions, which include dispatchable power plants, storage systems and
flexible power consumers. Dispatchable power plants, such as biogas
plants, are all those that can actively be committed to supply power in
a time interval, independent of significant exogenous factors such as
the weather. Storage systems, such as hydro pump storage, can store
power in times of low prices and sell it again when prices are higher.
Flexible power consumers, such as operators of electric vehicles, can
attempt to use the potential time windows for loading the batteries to
lower their power purchasing costs. In the current German power mar-
ket, power can be traded either in an auction at noon of the day before
physical delivery (day-ahead auction), in another auction a few hours
later (intraday auction), or on the day of physical delivery itself (con-
tinuous intraday trading). In order to determine optimal schedules for
flexibility options in the context of day-ahead or intraday markets, a
two-stage unit commitment model is presented to deal with the uncer-
tainty of market prices resulting from the interplay of power generation
in wind turbines and photovoltaic cells with power demand.
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On Strong Equilibria and Improvement Dynamics in
Network Creation Games
Bart de Keijzer

We study strong equilibria in network creation games. These form a
classical and well-studied class of games where a set of players form a
network by buying edges to their neighbors at a cost of a fixed parame-
ter a. The cost of a player is defined to be the cost of the bought edges
plus the sum of distances to all the players in the resulting graph. We
identify and characterize various structural properties of strong equi-
libria, which lead to a characterization of the set of strong equilibria for
all « in the range (0,2). For a>2, Andelman et al. (2009) prove that
a star graph in which every leaf buys one edge to the center node is a
strong equilibrium, and conjecture that in fact any star is a strong equi-
librium. We resolve this conjecture in the affirmative. Additionally, we
show that when ads large enough (2n) there exist non-star trees that are
strong equilibria. For the strong price of anarchy, we provide precise
expressions when « is in the range (0,2), and we prove a lower bound
of 3/2 when 2. Lastly, we aim to characterize under which condi-
tions (coalitional) improvement dynamics may converge to a strong
equilibrium. To this end, we study the (coalitional) finite improvement
property and (coalitional) weak acyclicity property. We prove various
conditions under which these properties do and do not hold. Some of
these results also hold for the class of pure Nash equilibria.

Mechanisms for Network Creation
Stefan Neubert, Pascal Lenzner

We introduce and analyze the possibilities of a new model for net-
work creation by autonomous selfish agents: Unlike in typical net-
work formation games such as the well-known model of Fabrikant et
al. [PODC’03], the final network is not directly shaped by the players
of a game. Instead, we design mechanisms that take edge preferences
of agents as input for a social choice function and return a network
that respects those preferences. In addition, it caters for compliance
with global restrictions on the network topology and tries to establish
several properties, such as global efficiency, maximizing the individual
utility of agents, and building stable networks, especially in compar-
ison to the result of an anarchic network formation. The mechanism
also aims to produce Nash equilibria and encourages agents to honestly
declare their preferences instead of playing strategically. The mecha-
nism approach is a true superset of both centralized network design and
uncoordinated network creation games. To the best of our knowledge
this is the first attempt to explore the realm inbetween those extremes.
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New and simple algorithms for stable flow problems
Jannik Matuschke, Agnes Cseh

Stable flows generalize the well-known concept of stable matchings to
markets in which transactions may involve several agents, forwarding
flow from one to another. An instance of the problem consists of a
capacitated network, in which vertices express their preferences over
their incident arcs. A flow is stable if there is no pair of nodes that
could benefit from rerouting the flow along a walk with free capacity.
Fleiner established existence of stable flows in any network via reduc-
tion to the stable allocation problem. We present an augmenting-path
algorithm for computing a stable flow, the first algorithm that achieves
polynomial running time for this problem without using stable allo-
cation as a black-box subroutine. We also consider the problem of
finding a stable flow such that the flow value on every edge is within a
given interval. We present an elegant graph transformation that leads
to a simple and fast algorithm for this problem and that can also be
used to find a solution to the stable marriage problem with forced and
forbidden edges.

Topological inefficiency bounds of clustering games
on (random) networks
Pieter Kleer

We consider clustering games in which the players are embedded in a
network and want to coordinate (or anti-coordinate) their choices with
their neighbors. Recent studies show that even very basic variants of
these games exhibit a large price of anarchy. Our main goal is to un-
derstand how structural properties of the network topology impact the
inefficiency of these games. We derive topological bounds on the price
of anarchy for different classes of clustering games. These bounds pro-
vide a more informative assessment of the inefficiency of these games
than the corresponding (worst-case) price of anarchy bounds. As one
of our main results, we derive novel inefficiency bounds for clustering
games on Erd6s-Rényi random graphs which, depending on the den-
sity, stand in stark contrast to the known price of anarchy bounds.
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A Stochastic Maintenance-Routing Problem by con-
sidering workers’ health
Mohammad Rahimi, EI-Ghazali Talbi

Regularly planned and scheduled maintenance is a critical requirement
for keeping the equipment running at peak efficiency. Maintenance
scheduling becomes complex when the machines are geographically
distributed. In this case, in addition to assigning the maintenance op-
erations to technicians, it is needed to find the best set of routes for
technicians’ visits. In fact, it is necessary to study the maintenance and
the routing decisions simultaneously. Such a joint decision problem is
known as the maintenance-routing scheduling problems. To the best
of our knowledge, few studies attempted to investigate simultaneously
maintenance scheduling and vehicle routing problem. In this study a
mathematical model is proposed to determine optimized maintenance
policy and routing policy, simultaneously. In this model, the objec-
tive function minimizes the total cost due to traveling, delay in start
time of a Preventive Maintenance (PM) operation on customer’s ma-
chine and the wages of technicians for performing the PM operation.
In this study, there is a system with some customers geographically
distributed, where each customer has one machine that should be vis-
ited and repaired by technician in different cycles. The PM operations
should be scheduled with a certain frequency to reduce the occurrence
of unforeseen failure in the long term. The set of technicians visit
the set of machines to perform the PM operation in order to prevent
the system failure. The technicians are different in skills regarding
required time to perform a maintenance operation; the more skillful
a technician is, the more salary he gains. In the optimized schedule
policy, it will be determined that which technician should be assigned
to which customers and in which sequence technicians should visit
and perform PM operations at each period. There is also increasing
pressure on companies from the governmental and non-governmental

communities and more generally from public opinion to persuade them
to consider safety and health of workers in their activities. For this
purpose, regarding the noise regulation, the technician assignment in
this model is based on the maximum noise exposure per day, called
as Daily Noise Dosage (DND). For the sake of applicability of frame-
work, we address the uncertainty by considering fuzzy distributions for
some parameters. Finally, we solve the proposed mixed-integer lin-
ear model using solver CPLEX v10.1 in the optimization software of
"GAMS v22.2" and propose some managerial insights. The obtained
results show that consideration of the workers’ health in the proposed
model has a huge impact on the configuration of routs, maintenance
scheduling and total cost of the system.

Solution Algorithm for Time/Cost Trade-off Stochas-
tic Project Scheduling Problem
Takumi Kitamura, Takayuki Shiina

In the conventional project scheduling, processing time is usually given
definitively. When the processing time is fixed, scheduling is per-
formed using PERT or CPM for the purpose of minimizing the make-
span. In the case where the processing time varies, a method based
on three pieces of data with regard the optimistic processing time,
the most likely processing time, and the pessimistic processing time
is used. The problem to minimize make-span is formulated as com-
binatorial optimization. Palacio and Larrea (2017) presented a robust
optimization model aimed at minimizing the risk of time fluctuations.
It is not easy to proceed with the project as planned, as there are un-
certain events in reality. If we cannot deal with uncertainty, it may
cause major damage and penalty. Zhu, Bird and Yu (2007) formulated
the problem of project scheduling with uncertain processing time of
job and presented its solution. The project scheduling problem with
resource constraint is known a complicated and difficult problem. In
this paper, the fluctuation of each job is given as a random variable
following beta distribution. We consider project scheduling problem
including penalties due to fluctuation based on the framework of two
stage stochastic programming problem. A penalty is defined in the
case where the completion time of the actual job is later or earlier than
the determined schedule. In the case where the uncertainty is high, it
can be expected that a better objective value can be obtained than the
conventional deterministic method. In the formulation of this research,
the decision variable is defined as the number of people engaged in
each job. The processing time of each job can be reduced by adding
the number of workers who engage in. As for the make-span, the up-
per limit is set as constraints. By these reformulation, the model can
be extended from the simple resource-constrained project scheduling
problem to the cost minimization of project scheduling problem con-
sidering time/cost trade off. In the solution method, we attempted to
reduce the size of the scenario tree representing the probability varia-
tion. The number of scenarios can be reduced using moment matching
to satisfy statistical properties. Also, the L-shaped method based on the
Benders decomposition was applied to solve the problem. This makes
it possible to deal with large-scale complicated scheduling problems
by reducing the problem.

The Performance of Priority Rules for the Dy-
namic Stochastic Resource Constrained Multi-
Project Scheduling Problem: An Experimental Inves-
tigation

Philipp Melchiors, Rainer Kolisch, John J. Kanet

The dynamic stochastic resource constrained project scheduling prob-
lem that is typical for R&D organizations is characterized by a stochas-
tic arrival process. Arrived projects compete for scarce renewable re-
sources, e. g,. employees and equipment, and are stochastic in terms
of their content (number of activities, activity durations). Each project
has an externally assigned due date and the objective is to minimize
the weighted tardiness of the projects. We report on the result on an
extensive study where we have investigated the relationship between
problem parameters and the performance of priority policies. We con-
sider not only well-established priority rules from job shop scheduling
and multi-project scheduling but also new priority rules. As our prob-
lem is closely related to scheduling in fork-join queueing networks we
finally extend our investigation to policy classes proposed for such net-
works.

A Priori Sequencing with Uncertain Release Dates
Claus Gwiggner

When coordinating departure sequences from different airports, uncer-
tainty on the ground and in the air has to be taken into account. A
possible formalization leads to a sequening model with uncertain re-
lease dates. This model has received little attention in the literature,
although other transportation problems also often exhibit such proper-
ties.
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In this paper, a sequence that minimizes the expected total weighted
completion time under uncertain release dates is determined. The ap-
proach is a two-stage model, where an a priori sequence is established
in the first stage and a scheduling operation is performed in the second
stage.

The major difficulty is an exponential number of the joint realization
of the release dates. This difficulty is resolved by a Markov model of
the optimal solution of the second stage. It allows to solve instances
to optimality with millions of scenarios. Moreover, the optimal policy
turns out to shift a single task at the beginning of a sequence that is
built according to the Weighted Shortest Expected Processing Times
rule, depending on the variance of the release dates.
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A condition based spare parts inventory policy for
OEMs
Pieterjan Dendauw, Dieter Claeys, EI-Houssaine Aghezzaf

Maintenance plays a critical role in assuring maximum reliability of
an asset in a manufacturing system. With the emergence of Industry
4.0, sensors will be ubiquitous and enable systems to monitor the con-
dition of critical components while communicating this information to
the planner. Condition based maintenance (CBM) predicts functional
failures and takes appropriate preventive actions relying on the actual
condition of the system. The information on the condition of the sys-
tems can be considered as some kind of Advance Demand Information
(ADI). Research has shown that ADI may lead to significant savings in
inventory costs if it is correctly implemented [1]. Due to the increasing
complexity of the systems and the much bigger margins for after-sales
services than for selling machines, the maintenance of systems is grad-
ually taken over by the Original Equipment Manufacturers (OEMs)
[2]. OEMs will adopt CBM in the following process. First, sensors
are embedded in the systems of the customers of the OEM. Secondly,
the up-to-date data is used by the OEM to update the information on
the systems’ conditions and review their maintenance planning accord-
ingly. In a last step, the same information is used by the OEM to ef-
ficiently manage the spare parts. The key challenge for the OEMs is
how to exploit the collected data on the condition of the systems to
schedule efficiently the maintenance of the machines and at the same
time manage cost-effectively the spare parts inventory. We propose an
inventory policy that combines spare parts management with condition
based maintenance. Under this policy, the preventive and corrective re-
placement actions and spare parts inventory control are driven by the
deterioration of the systems. Three control limits are introduced in
the suggested policy: a fixed failure threshold for corrective mainte-
nance and two thresholds, one for ordering the spare part and one for
the preventive maintenance action. In contrast with the conventional
base stock policy, the orders are placed based on the actual condition
of the machines. This extension of ordering based on the condition
results in a modified base stock policy. The purpose is to find the opti-
mal values for the ordering and preventive maintenance thresholds that
minimize the inventory and maintenance costs. A comparison is es-
tablished between the condition based spare parts inventory policy and
the conventional base stock policy.

Keywords: modified base stock policy, spare parts management, con-
dition based maintenance

References [1] R. Hariharan, P. Zipkin, Customer-order information,
leadtimes, and inventories, Management Science 41 (10) (1995) 1599-
1607. [2] R. J. 1. Basten, G.-J. van Houtum, System-oriented inventory

models for spare parts, Surveys in operations research and manage-
ment science 19 (1) (2014) 34-55.

Multi-criteria evaluation of the transition of power
generation systems
Tobias Witt, Jutta Geldermann

Energy scenarios describe possible future states or developments of
energy systems, and are used to provide orientation for strategic de-
cision making in the energy sector or in energy policy. In Germany,
many scenarios are constructed, in which the energy system is mod-
eled in detail for a single period. For example, in order to make an
informed decision on which measures need to be taken into account to
reach the emission reduction targets by the federal government in 2050,
different energy systems for the year 2050 can be modelled in an en-
ergy scenario study. Multi-criteria decision analysis (MCDA) can help
to transparently make conclusions from the results of energy system
model calculations. For example, different configurations of the future
energy system can be evaluated with regard to sustainability. In this
context, there are three time-related challenges: Firstly, uncertainties
associated with input parameters and results of energy system mod-
els increase significantly over time. Secondly, preferences of stake-
holders can also vary over time. Thirdly, path dependencies can occur
along the way. Hence, we present a multi-period multi-criteria (MP-
MCDA) approach for the evaluation of transition pathways, which con-
sist of alternatives in multiple periods (e.g., 2020, 2030, 2040, and
2050). The multi-period evaluation is based on the outranking method
PROMETHEE and consists of a two-step procedure: In the first step,
the alternatives are evaluated with PROMETHEE in each period and
in the second step, the performance scores are aggregated along tran-
sition paths. Changes in stakeholders’ preferences and uncertainty can
be modelled with different aggregation methods and path dependen-
cies can be considered. The method is exemplary applied for planning
the power generation system in a rural area in southern Lower Saxony,
Germany.

R&D Project Selection with use of ANP and DEMA-
TEL Methods
Erdem Aksakal, Ela Binici

Rapid changes in the World diversify the products and services on both
side, organizations and the customers. On one side, customers who
demand a variety of products and services, on the other hand, organi-
zations who aim to produce high quality and durable products have ap-
peared. This makes the existing understanding needs to be changed in
the way of development. In this sense, under the effect of globalization
and innovation, research and development (R&D) and R&D activities
become much more popular and important in developing new services
and products and improving existing services and products. R&D can
be defined as the development of new products and services, new pro-
duction methods with new technologies, and creating a knowledge.
Nowadays, countries, institutions begin to support the enterprises, or-
ganizations, and academicians to R&D projects. R&D is very difficult
to manage, having a risk in the financial area and activities are classi-
fied differ from one company to the other. Therefore, it is too difficult
to evaluate the R&D and R&D projects.

In this study, as being a part of R&D, a selection and ranking procedure
has been applied to a project competition which is committed in ATA
Techno city. This study designs an evaluation indicator system and an-
alytical model according to the given criteria which are specified by
experts who work in ATA Techno city. ANP method and DEMATEL
method used as a hybrid to find the specified criteria weights within
4 main and 20 sub-criteria. With the use of ANP and DEMATEL to-
gether gave us the dependent criteria weights which will be used in
our developed indicator system as an indicator. After getting the or-
der of importance at the indicators, total weight and then compare and
selection of the various projects obtained.

Assessing Efficiency of R&D Projects with Data En-
velopment Analysis
Ozay Ozaydin, Fatih Sonmez

In today’s technology-centric economies of the information age, the
importance of R&D activities and investments continues to increase.
The economic and political power of developed countries/firms come
from their possessed technological superiority. The opposite can be
observed in underdeveloped and developing countries. It is difficult to
talk about economic and political superiority in regions where coun-
tries and firms are net technology importers and where value-added
product investments are below expectations. To be able to stand out
in competitive conditions and to gain market advantage, limited re-
sources must be used in the right place and in a right way. For this,
companies have developed performance, and efficiency measurement
methods that are appropriate to their business sectors and business
forms, and supervisory/regulatory agencies have also become trackers
of these methods through incentives and criminal sanctions. From this
point of view, it can be said that companies aiming sustainable growth
and market leadership should use the resources they possess in an op-
timum way and the highest possible yields. In this study, a model was
developed to measure the efficiency of R&D projects. In the model in
which Data Envelopment Analysis (DEA) is used, project data from
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the R&D center of a company operating in the telecommunication sec-
tor in Turkey were evaluated. With the different variations installed,
it was possible to measure the efficiency of projects compared to the
most efficient project(s). In the study, four different alternative models
were tested with a constant/variable return to scale assumptions and
different parameter set. It has been observed that how the assump-
tions and the change of the parameter set affect the performance score
of the projects. At the end of the study, efficiency and performance
scores were calculated and in which areas inefficient projects should
improve and which projects need to refer to were determined. These
findings have shown that when the assumptions modeled correctly and
parameter selection is completed per company goals, this model is a
very effective performance measurement method. By using the data
obtained in the study, alternatives to the performance model can be de-
veloped for any relevant sector, and resulting model can be positioned
as a tool in companies’ decision support systems.
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JITJIS Supermarket Allocation for Multi-Line Auto-
motive Production Facilities
Marcel Lehmann, Heinrich Kuhn

The current trend towards an increased number of models and variants
in the automotive industry leads to a rising logistical effort to supply
the mixed-model assembly lines in the right sequence and at the de-
sired time. Therefore, the automotive manufacture set-up so-called
supermarkets to feed their assembly lines by using certain JIT/JIS ap-
plications. One crucial, long term planning decision connected to these
supermarkets is the allocation of product groups to these supermarket
areas located inside the manufacturing plant, which minimizes the op-
erational costs supplying the assembly lines. Several hundreds of dif-
ferent product groups have to be assigned to these areas considering
the limited space of the storing and picking system, the mutual depen-
dencies between product assignments, already predetermined assign-
ments, the internal supply and transportation system, etc. In addition,
the same supermarkets feed multiple assembly lines. The presentation
provides a detailed description of the supermarket concept in multi-line
automotive manufacturing plants and defines the considered decision
problem. The problem at hand is modeled as a mixed-integer program,
which is based on a specialized general assignment problem. In ad-
dition, an efficient solution heuristic is presented solving the model in
reasonable time. A real case study demonstrates the applicability of
the mathematical model and the solution approach proposed. A Ger-
man premium car manufacturer provides the real world data set of the
case study.

A Scatter Search Approach for the Integrated Facil-
ity Layout Problem with Material Handling Locations
and Aisle Design based on Path Distances

Armin Klausnitzer

The designer of a plant layout is faced with the arrangement of facili-
ties to minimize the total material handling effort. Due to the planning
complexity, most concepts for the facility layout problem are based on
a sequential approach consisting of three steps: 1. Arranging facilities
within the plant layout 2. Locating material handling points of facili-
ties 3. Designing the material handling system Since the path design is
not considered in the first two steps, most approaches apply rectilinear
distances to estimate the path length. However, flow paths of usual ma-
terial handling systems must not overlap facilities and are forced to by-
pass blocking facilities. Hence, designing the paths within the arranged
facilities can be difficult and the estimated distances can be exceeded
significantly. Moreover, the designer needs to consider that generally
5% to 40% of the floor space is occupied by aisles. Since the location
of aisles is unknown in the first step, the literature suggests boosting
the areas of facilities to consider aisle areas later. Estimating a boosting
coefficient is crucial, as a small value does not provide enough space
to plan all aisles and a too large value leads to less layout density and
long distances. Consequently, a sequential planning of these mutually
dependent problems can lead to solutions that are far from optimum

and might require costly replanning. Few approaches integrate the ma-
terial handling network design and measure distances along the paths.
However, they do not consider the required area of aisles. This new
approach applies a scatter search algorithm to concurrently design the
unequal area facility layout problem, the material handling points and
the aisle system based on distances along the travel paths. Therefore,
the approach determines a preliminary block layout using a linear pro-
gramming model and the relative locations known from a sequence
pair coding. After transferring the block layout into a graph, material
handling points are determined using the shortest paths. Knowing the
location of paths, the linear programming model is adjusted to consider
a clearance between facilities along the paths that represents the aisles.
The performance of each layout is evaluated by the material handling
effort using the travel distances calculated with Dijkstra’s algorithm. A
superordinate scatter search algorithm aims to find the layout resulting
in the lowest material handling effort. Since this integrated problem
has not been solved before, there are no comparable solutions. There-
fore, the approach is evaluated using the best known layout solutions
with integrated path design in which we included the aisle area along
the paths. The results indicate that layouts with aisle areas differ sig-
nificantly when compared with layouts optimized without aisle areas.
Although the impact is influenced by the required aisle width, this in-
tegrated approach can lead to considerable better layouts, even using
narrow aisles.

A multi-site facility layout and product-to-site assign-
ment problem
Bernd Hillebrand

A multi-site facility layout and product-to-site assignment problem Job
shop production systems are characterized in general by a heteroge-
neous and complex material flow between production units, which
perform different production operations. This is caused by the inter-
dependencies of producing different products by means of the same
production units according to different work schedules. Facility layout
planning being based on such a material flow requires a compromise
in placing the respective production units on the floor: The minimum
total costs of material flows in the system can only be achieved by
deviating from product-specific cost minimal material flows (hetero-
geneity costs). In a company with more than one production site at its
disposal, the sites can focus on smaller disjunctive product programs.
In this context the decision field of facility layout planning is extended
by two questions: (1) Which products are to be produced at which site,
and (2) for which production unit redundancies are necessary? The
first question enables the company to disentangle the material flows.
That is, to group similar products together in order to achieve more
homogeneous material flows at each site. This would relax necessities
to deviate from product-specific cost minimal material flows so that
heterogeneity costs and thus the total costs of material flows in the sys-
tem can be reduced. The second question arises, since not only similar
products are produced with the same production units. Hence, the ef-
fect of disentanglement can be increased by building up redundancies
across the sites for production units required by products with hetero-
geneous material flow. That means, placing production units of the
same type to different sites, enlarges the possibilities to achieve homo-
geneous material flows at the respective sites. In this extended situation
the task of layout planning is to balance the trade-off between costs of
heterogeneity and redundancy. This contribution provides an extended
optimization model (based on the quadratic assignment problem) that
combines layout planning of multiple sites with the product-to-site as-
signment to a multi-site facility layout problem (MSFLP). In contrast
to multi-floor facility layout problems, each product is explicitly as-
signed to one site only, and transports between the different sites are
not allowed. By means of a numerical analysis the interaction between
costs of heterogeneity and redundancy is investigated with respect to
three factors: the kind of product-specific material flow, number of
products and number of sites.
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Solving MIPs with Gurobi Instant Cloud
Robert Luce

Gurobi Instant Cloud is an easy to use cloud service to solve mixed
integer optimization problems. Except for setting a few parameters,
using Gurobi Instant Cloud is transparent from a user application point
of view, and all of Gurobi’s APIs support cloud access. In this talk we
walk through the most important concepts and usage patterns.

A central design challenge is the dynamic allocation of comput-
ing resources to submitted jobs. = We discuss our concept of
"pools", differentiated by specific needs (large/small problems, devel-
opment/deployment etc.), to which user applications submit jobs over
HTTPS. In our scheme each pool has associated with it a set of ma-
chines which execute the submitted jobs. Pools can be instantly scaled
up or down through a web application, by dynamically adding or re-
moving machines in the pool. The application further supports moni-
toring and controlling the job queue, accessing job history, and gaining
detailed job information through a dashboard.

We also show how to manage jobs, pools and machines through a
RESTful API, which allows you to create custom, automatic cloud en-
vironment control.

Launching 1000 machines on the cloud to solve a
Monte Carlo optimisation model
Marko Loparic

From a deterministic unit-commitment model (a MIP model written in
GAMS), we developed a Monte Carlo version where the same model
is run with 1000 different price scenarios. In order to parallelise the
resolution we wrote a tool to launch the execution in the cloud, using
1000 different Amazon EC2 machines. Imposing a 1-hour time resolu-
tion to each scenario optimisation, we were able to complete the entire
process in 1h30m, meaning that 30 minutes were enough for the whole
overhead due to the parallelisation, upload and download of data, and
the data obfuscation/deobfuscation required by the client.

Model Deployment in GAMS
Lutz Westermann, Michael Bussieck, Frederik Fiand, Franz
Nelissen, Frederik Proske, Robin Schuchmann

In many cases, using GAMS in the typical fashion - i.e. defining and
solving models and evaluating the results within the given interfaces -
presents a sufficient way to deploy optimization models. The under-
lying field of mathematical optimization, in which the focus is not so
much on visualization as on the problem structure itself, has remained
a kind of niche market to this day.

In the large and very extensive segment of business analytics, how-
ever, intuitive deployment and visualization are essential. Since these
two areas are increasingly overlapping and in the context of the ever-
increasing use of the Internet, interest in alternative deployment meth-
ods is also growing in the field of mathematical optimization. In this
talk we will show how deployment options of GAMS models can look
like.

As an example, we present a web interface which is based on an R
package called "Shiny". We will show how a model that was written
entirely in GAMS can be deployed with this WebUI on either a local
machine or a remote server (e.g. to leverage parallel computing) in just
a few steps.

While data manipulation, scenario management and graphical evalua-
tion of the optimization results can then be performed from within the
WebU]I, the model itself is not changed. Therefore, the Operations Re-
search analyst can keep focusing on the structure of the optimization
problem while planners have a powerful tool to plan and visualize the
results.

Optimizing in the Cloud - Deploying Optimization
Models on the Cloud with Web Services REST API’s
Bjarni Kristjansson

Over the past decade the IT has been moving steadfastly towards utiliz-
ing software on clouds using Web Services REST API’s. The old tra-
ditional way of deploying software on standalone computers is slowly
but surely going away.

In this presentation we will demonstrate the soon-to-be-released MPL
REST Server, which allows optimization models to be easily deployed
on the cloud. By delivering optimization through a standard REST
API, which accepts data in either JSON or XML formats, the opti-
mization becomes purely data-driven. Client applications can now
be implemented relatively easily on different client platforms such
as mobile/tablets or web sites, using just standard HTML/CSS with
Javascript, or any other preferred programming language.

Google and Amazon have been among of the leading software vendors
in the area of Web Services and publish several REST API’s which can
be quite useful for deploying optimization applications. On the server
side, optimization models can easily access online data using for ex-
ample the Google Sheets API and Amazon DynamoDB. On the client
side, libraries such as the Google Maps API and the Google Visual-
ization API can be used to provide rich user experience. We will be
demonstrating mobile web applications which utilize the MPL REST
Server and the Google/Amazon REST API’s for deploying optimiza-
tion models.
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The impact of monetary policy on investment bank
protability in unequal economies

Christian Peitz, Bernard Gilroy, Alexander Golderbein, Nico
Stockmann

Central banks implement negative interest rate policies (NIRP) to in-
centivice economic subjects to spend and invest money for long term
economic growth. Al-though nominal negative interest rates can not
be eectively explained by economic theory, when ination is included
there are currently real negative interest rates in almost all industrial
nations. We investigate the impact of these varying rates on invest-
ment bank protability during and after the nancial crisis starting in
2007. With international clustering, it is possible to observe hetero-
geneous pass-throughs and dierent performances of stock prices in the
countries concerned.

Equilibrium Asset Pricing with Incomplete Informa-
tion on Regimes
David Christen, Bernhard Nietert

When analyzing asset pricing with incomplete information on regimes,
the role of different reference functions is already clarified (Ai (2010)).
What is not equally well understood is, first, the effect of heteroge-
neous models of regimes and cash flows on the equity risk premium
and, second, the nature of incomplete information as a second source
of risk. We show, first, that incomplete information as second source
of risk contains systematic risk although it does not consist of 100%
systematic risk. Moreover, there is no risk premium on noisy signal
meaning that signals do not change the decomposition of total risk into
systematic and unsystematic components. Second, when comparing
complete and incomplete information risk premia the functional de-
pendence of cash flows on regimes matter most: whenever there is a
lagged influence of regimes on cash flows, incomplete information risk
premia tend to be lower than complete information risk premia. How-
ever with a non-lagged influence the difference between incomplete
and complete information risk premia can assume arbitrary signs.

Credit risk and graph-based modelling of obligor’s
micro-structural relations
Mario Strassberger

As a consequence of the increasing industrial digitalization not only
humans, machines, materials and so on will be increasingly cross-
linked but also the firm itself with its suppliers, customers and part-
ners. Inversely, financial institutes need to ask for the relevance of
the intensification of multi-firm co-operations within supply chains for
their credit portfolios. To be in the position to adequately judge risks,
financial institutes have to be up to describe and to analyze the net-
works of obligors for credit assessment and credit risk measurement.
Credit risk not only depends on the quality of the single obligor but
on a network of contributors with different credit ratings and weights
in the supply chain. Given these findings, the paper uses graph theory
to model the above mentioned micro-structural relationships of oblig-
ors in credit portfolios. Graphs seem to be a suitable instrument to
mirror the complex relations (edges) of obligors (knots). Established
credit portfolio models usually neglect micro-structural relations and
use highly aggregated information for modelling stochastic dependen-
cies of obligor’s profit and loss variables. We suggest including graphs
into the common models. This enables financial institutes fairly to take
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into account changes of an obligor’s situation affected by problems of
a supplier or client. Analyzing the graph topology we can examine the
implications on the credit portfolio and on the credit risk position if
one obligor defaults who is numerously connected with other obligors
within the same portfolio. In addition to that, information is provided
on credit contagion and on risk concentration which the banking su-
pervision demands. In summary we expect a significant improvement
of credit risk models.

A mathematical programming approach for the opti-
mal collateral allocation problem

Konstantinos Papalamprou, Efthymios Pournaras, Styliani
Tychalaki

The development of an optimal collateral allocation strategy consti-
tutes a very important issue for financial institutions in the effort to
estimate the actual risk they are exposed to. Following regulatory
guidelines and rules, these institutions should reserve capital in order
to be protected by expected and potential unexpected losses (estimated
by means of prescribed formulas provided for by the regulators). In
case of a given portfolio of exposures/loans, it is well-known that the
main credit risk mitigation factor is the value and the quality of the
associated set of collaterals. In the vast majority of cases, a many-
to-many relationship exists between a given set of loans and the set
of associated collaterals. Thus, utilizing the amount of the underlying
collaterals efficiently has a major impact on the growth and strategy
of the financial institutions in the sense that the lower the capital held
because of regulatory requirements the more the capital available for
running business. Various methods to minimize the regulatory capital
via optimal allocation of collaterals have been proposed in the relevant
literature. In our work, three different approaches are being examined:
(i) a simple method based on a rule of proportional allocation, (ii) an
integer linear programming formulation suggested by a researcher af-
filiated with a major investment bank (presented in a conference) (iii)
a method developed by the authors of this work which is based on a
variant of the well-known transportation problem. In the context of
our approach, the relationships between collaterals and loans are rep-
resented by means of a bipartite graph, namely, the set of collaterals
and that of loans form the disjoint sets of vertices of that graph. An
arc between two vertices denotes that a collateral may be used for risk
mitigation purposes regarding a loan/exposure. The connected com-
ponents of this graph are extracted based on the given collateral-loan
relationships in order to reduce the time needed for analysis and the
complexity of the problem. Next, the level of capital that should be
held for regulatory purposes is estimated using the aforementioned ap-
proaches in each cluster separately in order to obtain the total regula-
tory capital needed. Different synthetic datasets are being used along
with randomly selected sub-portfolios from a major bank. Our im-
plementations indicate that methodology proposed in the current work
provides the lowest estimations. Finally, this work provides theoretical
insight regarding the efficiency of the proposed methodology as well.
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Cooperation Between Public and Private Actors in
the Delivery of Goods After Disasters
Florian Diehlmann, Marcus Wiens, Frank Schultmann

In the time after a disaster strikes, both the government and companies
try to provide goods to the population. However, the general objec-
tives behind their actions differ significantly. While the state’s goal is
to minimize the damage to the population at any costs, companies try
to maximize the profit or - if possible to quantify it - a combination of
profit and reputational improvements. Moreover, both actors are active
during different periods. Before the disaster takes place, companies
are the sole provider of goods while the state is monitoring the popula-
tion’s supply passively. When a specific number of people is critically
undersupplied, the state takes over as part of the government-mandated
crisis management process. Due to these asymmetries in objectives
and activity, it is necessary to define strategies that ensure efficient in-
teractions between the state and the companies. However, previous

disasters such as Hurricane Katrina proved that the already existing
mechanism are rather inefficient. As a first step to identify more effi-
cient collaboration strategies, a comparative simulation model was de-
veloped that allows for explicit consideration of different cooperation
scenarios. The Baseline-Scenario represents the case described above,
where the state becomes the sole provider of goods in case a company
is not able to supply the population properly. Here, the firm has to step
back and wait until the state’s intervention is over (e.g. because of sup-
ply chain failure or legislative order). The state must purchase goods
and warehouse space at high costs, while the firm can only act by ad-
justing order sizes and rerouting goods to save costs. In addition to
the Baseline-Scenario, the analysis of three different cooperation op-
tions follows. First, the State-Inform-Scenario includes the state as the
sole provider of goods after the disaster. In contrast to the Baseline-
Scenario, the company receives all necessary information from the
state as early as possible. Second, the State-Dominance-Scenario rep-
resents a passive integration of the company into the state’s humani-
tarian supply chain. The state takes over a large part of the company’s
logistical resources but pays a compensation. The model considers two
compensation-schemes: a) the state covers the company’s opportunity
cost, while in b) the state just compensates for the additional oper-
ating costs. Third, the Firm-Dominance-Scenario comprises that the
firm stays in charge all the time while the state supports the delivery of
goods in critical times. A comparison of the outcomes of the scenarios
to the Baseline-Scenario in terms of constitution of the population and
revenue for the firm concludes the study. The model is able to illustrate
the interplay between commercial and humanitarian supply chain and
thus contributes to higher crisis management performance. However,
the chosen setup comprises many operational and legal challenges that
need further investigation.

A Newsvendor Framework for Sustainable Sourcing
including Capacity Reservation for Recycled Materi-
als

Patricia Rogetzer, Lena Silbermayr, Werner Jammernegg

We discuss how the integration of recycling material into the sourcing
strategy impacts a manufacturer’s economic and environmental perfor-
mance. We therefore model a sustainable sourcing strategy of a man-
ufacturer operating in a dual sourcing environment with one proactive
supplier (a contract supplier) delivering recycled material with uncer-
tain yield (due to issues in the recycling process the delivered quan-
tity of the recycler to the manufacturer does not necessarily equal the
reservation quantity) and a second reactive supplier delivering virgin
material at an uncertain price reflecting the price volatility at the spot
market. We consider a quantity reservation contract with an uncer-
tain exercise price and develop a single-period inventory model. We
take uncertainties of demand, prices and recycling quantities as well as
potential dependencies between them into account, in particular the de-
pendencies between prices for virgin and recycled materials and prices
and demand. The manufacturer’s decision on capacity reservation has
to reflect the uncertainties associated with the sourcing process as well
as potential dependencies. The goal is to get insights into such a sus-
tainable sourcing strategy.

We provide results on the optimal policy structure and obtain a closed
form solution as a bound of the optimal procurement quantity. It gives
us first insights on the effect of different economic parameters on the
ordering decision. In an extensive numerical analysis we then study
the impact of correlation on our results in order to derive managerial
implications. We show that considering correlation when using such
a sourcing strategy is especially important in environments with high
demand uncertainty, high virgin material prices and yield uncertainty.
Moreover, implementing a sustainable sourcing strategy contributes to
the concept of circular economy as the input of virgin material can
be (partly) replaced by recycling material. We show that sustainable
sourcing with recycling contributes to an increase in the sustainability
of supply chains.

Value-Based Flexible Time Window Management
Jan Fabian Ehmke, Charlotte Kohler, Ann Campbell,
Catherine Cleophas

In the competitive world of online retail, retailers usually offer a se-
lection of time windows to fulfill customers’ expectations of on-time
delivery. Creating a set of suitable and cost-efficient time windows for
each customer is challenging. First, customers generally prefer short
time windows over long time windows, which can increase delivery
costs significantly. Second, demand information only becomes avail-
able incrementally over time, and the acceptance of an order request in
a short time window can increase the logistics cost of accommodating
future requests and/or restrict the ability to accommodate them signifi-
cantly. Ideally, retailers would simultaneously consider the value of an
order request as well as the impact of the proposed set of time windows
on logistics costs.



OR2018 — Brussels

WD-18

In this presentation, we assume that retailers want to decide flexibly
which time windows of which length to offer requesting customers. We
present different ideas that ensure allocation of short time windows to
those customers that are valuable but still do not restrict the flexibility
of evolving route plans significantly. We consider information about
the current route plan (e.g. current utilization and structure) and com-
bine this with realistic customer’ choice behavior for different time
window options (e.g. place and length) to create customer-individual
time window offer sets. We analyze the effectiveness of our ideas in
computational experiments given demand structure of real order data
from an e-grocer in Berlin, Germany.

A dynamic programming approach to demand fulfill-
ment in make-to-stock manufacturing systems
Maryam Nouri, Moritz Fleischmann

We study a demand fulfillment problem in a make-to-stock manufac-
turing system. To maximize profits, we take a revenue management ap-
proach. However, scheduled replenishments, backlogging and inven-
tory holding differentiate our multi-period demand fulfillment problem
from traditional revenue management. We formalize the multi-period
problem as a two-stage stochastic dynamic program. The optimal so-
lution balances the expected marginal profits of the customer classes in
different demand periods. However, due to the curse of dimensionality
and the complexity of the model, the exact problem is computationally
intractable. We therefore propose an approximate dynamic program-
ming heuristic. In numerical tests, the heuristic results in total profits
close to the upper bound of an ex-post optimization. The proposed
method also provides a basis for decentralization methods using clus-
tering for hierarchical customer structures.
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Periodic timetabling with *Track Choice’-PESP based
on given line concepts and mesoscopic infrastruc-
ture

Raimond Wiist, Stephan Buetikofer, Albert Steiner, Severin
Ess, Claudio Gomez

Within the railway value chain (timetabling, line planning and vehicle
scheduling, etc.) the coordination of the single planning steps is a key
success factor. Hence, we consider the integration of the line plan-
ning and the timetabling process as crucial for timetabling in practical
applications. To address this, we present a ’track-choice’ extension
of the commonly known method for the generation of periodic event
schedules "PESP’. The extension makes use of the mesoscopic track
infrastructure representation in the line planning and timetabling sys-
tem Viriato, a system that is widely used by public transport planners
and operators. Taking into consideration the technical and operational
constraints given by rolling stock, station and track topology data on
one hand, and the commercial requirements defined by a given line
concept on the other, the method presented generates periodic timeta-
bles including train-track assignments. For this, we make use of the
’service intention’, a standardized data structure for the line concept
consisting of train paths and frequencies. Due to the utilization of in-
frastructure based track capacities, we are also able to assess the fea-
sibility of the line concept given. Additionally, the method allows for
handling temporary resource restrictions (e.g. caused by construction
sites or operational disturbances) up to a certain degree. The meth-
ods presented here are part of a planning framework which is currently
developed covering relevant parts of the railway value chain.

Improving Train Route Punctuality by Shifting Sup-
plement Running Times
Florian Hauck, Natalia Kliewer

Delayed passenger trains are still a major issue for railway companies.
Some of the delays are caused by external events and often cannot be
avoided. Others occur on a regular basis and can probably be avoided
by improving the timetables. One important measure to improve the
robustness, and thus the punctuality, of a timetable is to add supple-
ment running times and dwell times. The supplement times can be used
to reduce delays during a trip in real-time. However, too much supple-
ment time reduces the capacity utilization of the railway infrastructure
and should therefore be avoided. We present a data-driven approach
to determine the amount and allocation of supplement running times
for a given timetable in order to reduce systematic train delays. First,
we show how systematic delays can be detected and classified. Next,
we analyze correlations between systematic delays and the supplement
running times for the corresponding trains. In doing so, we identify
tracks where more supplement running time is needed and tracks where
the available supplement running time is not used up. Based on those
results, we show how supplement running times should be shifted in
order to use them more efficiently and reduce delays. In doing so, we
do not change arrival or departure times or train sequences. Thus, the
original timetable is preserved. To demonstrate the approach, we use a
dataset of the German railway company ’Deutsche Bahn’, which con-
tains delay information about every passenger and freight train that uti-
lized the German railway infrastructure in 2016. We present examples
where our approach leads to a better allocation of supplement running
times and reduces delay times for trains.

A conflict prevention strategy for large railway net-
works
Sofie Van Thielen, Francesco Corman, Pieter Vansteenwegen

Train timetables are created such that small delays can be absorbed
easily. However, in practice, unexpected events such as mechanic fail-
ure, can still lead to delays. Whenever one train starts deviating from
its original schedule, it is possible that two trains require the same part

of the infrastructure at the same time, i.e. a conflict. In practice, dis-
patchers need to make informed decisions when dealing with a conflict.
Currently, advanced Traffic Management Systems (TMS) are already
available in practice, capable of predicting train movements and de-
tecting conflicts. However, an advanced Conflict Prevention Module
(CPM) is not available in practice yet. This research proposes such
CPM that delivers fast conflict resolutions to complement an advanced
TMS. If a conflict is detected by TMS, it is sent to our CPM to deter-
mine the best resolution. Our CPM consists of a rerouting optimization
where trains are rerouted in station areas, and of a retiming heuristic.
The retiming heuristic creates, for every (initial) conflict, a dynamic
impact zone consisting of trains and conflicts that might be affected
by the resolution of the initial conflict. This dynamic impact zone in-
cludes conflicts, determined offline beforehand, that are very likely to
take place. Then, every possible conflict resolution is evaluated based
on a simplified progress of all train movements. The resolution de-
livering the lowest value in either train or passenger delays, is chosen
and returned to the TMS. Previous research showed that this CPM is
capable of delivering a resolution in 1s on average and reducing the
train delays with 67% compared to a FCFS dispatching strategy. This
research widens the previous approach by comparing the train delays
to passenger delays when making simple assumptions on the passen-
ger flows. Also, this research is extended by allowing passenger trains
to be canceled. This increases the number of possible conflict reso-
lutions. Of course, canceling a passenger train affects the passenger
(and train) delays strongly, but it is difficult to estimate the direct im-
pact of canceling a train. Therefore, different values of cancellation
penalties are considered to examine the effect on the network. Previ-
ous research showed that only approximately 10% of all conflicts in
the dynamic impact zone actually influence the progress evaluation.
Hence, the number of conflicts considered is reduced by updating con-
flicts to the real-time situation as close as possible. This assures that
conflicts that are not very likely to take place anymore due to current
delays are no longer included in the dynamic impact zone. The CPM
with the new extensions is tested on a large study area of 11766 block
sections (provinces of East- and West-Flanders in Belgium). The simu-
lation horizon is set from 7 a.m. to 8 a.m. during which approximately
240 trains are considered. The CPM returns a conflict resolution in on
average 1s and improves FCFS based on secondary delays by 55%.
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Multi-appointment scheduling in a diagnostic facility
Joren Marynissen, Erik Demeulemeester

As proven in recent review articles (Marynissen and Demeulemeester,
2018; Leeftink, et al., 2018), the (centralized) scheduling problem
of patients who require multiple (and interrelated) appointments has
gained recent attention in the healthcare literature. In this research, we
try to extend this literature by studying a real-life diagnostic facility in
which patients need to be scheduled on multiple diagnostic resources.
The goal of this problem is to sequentially schedule all patients such
that a weighted objective function is optimized. This objective func-
tion focuses on the in-hospital waiting time of patients, the number
of days on which patients need to visit the hospital and provider idle
time. Using a discrete-event simulation model, we measure the effect
of different scheduling methodologies on the performance of the sys-
tem. These scheduling methods include heuristics as well as optimal
methods.

A Branch-and-Cut algorithm to optimize probability-
based appointment schedules
Manuel Glaser, Jens Brunner

Caused by the high degree of stochasticity, appointment scheduling
problems are rarely solved with accurate methods like Branch-and-
Bound or Branch-and-Cut in literature (Ahmadi-Javid et al. 2017).
In the introduced model, surgery hours are partitioned in slots and the
probability for patient’s presence after each slot is based on cumula-
tive exponential distribution function. The probabilities of attendance
of a single patient after each slot are used as parameters in a MIP to
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determine the probability of attendance of all patients scheduled dur-
ing the surgery hours. Since all patients have to be treated during the
surgery hours, every single patient gets an appointment at the begin-
ning of a time slot. With usage of a Branch-and-Cut algorithm, each
appointment is shifted to slots where the respective probabilities for
patient’s presence is balanced concerning to the weighted idle, waiting
and overtimes.

Scheduling appointments for several practitioners in
a medical group practice - Challenges and opportu-
nities

Julia Sophie Block, Lisa Koppka, Matthias Schacht, Brigitte
Werners

General practitioners are responsible for diagnostic and curative ser-
vices, often combined with disease prevention. In order to fulfill the
requirements of several stakeholders, mainly patients of different types
and different practitioners, it is important that the available scarce ca-
pacity is well utilized. In order to treat walk-ins who join the practice
without notification, enough capacity should remain in addition to pre-
booked appointments. Some patients prefer to take an appointment on
a following day to avoid long waiting times in practice. By adequately
offering prescheduled appointment slots, patient demand can be chan-
neled to a certain extent; this opportunity applies for group practices
in particular as demand can be channeled between weekdays and also
between practitioners. Challenges arise when taking into account the
interests of all practitioners. We propose a generally applicable mixed
integer linear optimization models with different goal functions. It is
tactically decided on weekly appointment schedules for practices with
multiple general practitioners. Dependent on different structural char-
acteristics of a practice concerning patient type and patient preferences,
typical appointment schedules are calculated and compared regarding
multiple criteria. In a series of stochastic simulations, we further an-
alyze the obtained solutions according to different evaluation criteria,
when patient arrival, their willingness to wait and treatment duration
are uncertain. Results allow recommendations for practices dependent
on their respective structure and patient panel.
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Branch-and-Cut for the Active-Passive Vehicle Rout-
ing Problem
Christian Tilk, Michael Forbes

This presentation studies the active-passive vehicle-routing problem
(APVRP). The APVRP covers a range of logistics applications where
pickup-and-delivery requests necessitate a joint operation of active ve-
hicles (e.g., trucks) and passive vehicles (e.g., loading devices such
as containers). The problem supports a flexible coupling and decou-
pling of active and passive vehicles at customer locations in order to
achieve a high utilization of both resources. This flexibility raises the
need to synchronize the operations and the movements of active and
passive vehicles in time and space. The contribution of the presenta-
tion is twofold. First, we present a branch-and-cut algorithm for the
exact solution of the APVRP that is based on Benders decomposition.
Second, we show how this approach can be generalized to deal with
other vehicle-routing problems with timing aspects and synchroniza-
tion constraints, especially for the more complicated cases in which
completion time or duration of routes is part of the objective. Prelim-
inary computational experiments show that the proposed algorithm is
well suited for the APVRP. It is able to compute optimal solutions for
a number of previously unsolved APVRP benchmark instances.

The electric arc routing problem
Markus Leitner, Elena Fernandez, Ivana Ljubic, Mario
Ruthmair

Increasing battery capacities and low maintenance costs foster the re-
placement of vehicles with combustion engines by (battery) electric
vehicles (EVs). This trend also holds for company fleets in which
vehicles may be (partly) replaced by EVs that can be conveniently

recharged (overnight) using charging stations that are built at car parks
of the respective company. Nevertheless, the use of EVs imposes ad-
ditional challenges (compared to combustion engine vehicles) since
time-demanding charging breaks during service may be necessary in
the case of long trips and since their energy consumption heavily de-
pends on the driving speed (among other factors). This article studies
the use of EVs in the context of arc routing. Given a street network
including a set of required edges and arcs, the electric arc routing prob-
lem (eARP) proposed in this work asks for a set of routes that visit all
required edges and arcs with minimal total travel time and which do
respect the energy usage constraints imposed by the use of EVs. While
the use of EVs in arc routing has not been studied before, related works
concerning node routing with EVs typically use several simplifying as-
sumptions with respect to the battery consumption and / or charging
functions. We address several of these shortcomings by considering
speed dependent energy consumption values and nonlinear charging
functions that depend on the battery state before traversing an arc and
the charging time. Additionally, we study the possibility of inductive
(wireless) charging along roads while driving (at a lower speed). We
introduce the new problem and describe a mixed integer linear pro-
gramming formulation for it including an exponential number of con-
straints. Several variants of a developed branch-and-cut algorithm are
compared in a computational study.

Two-arc sequence variable fixing in branch-price-
and-cut algorithms for vehicle routing

Timo Gschwind, Claudio Contardo, Guy Desaulniers, Stefan
Irnich

In branch-price-and-cut algorithms for vehicle routing, variable fixing
based on path reduced cost is a well-known speedup technique that al-
lows to eliminate arcs after solving a linear relaxation. In this talk, we
extend this technique to also eliminate sequences of two arcs. This re-
quires modifying the labeling algorithm used to solve the pricing prob-
lem. Computational results on the vehicle routing problem with time
windows and the electric vehicle routing problem with time windows
will be reported.
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Optimizing over lattices of unrooted binary trees
Martin Frohn, Daniele Catanzaro, Raffaele Pesenti

We show that the space of all unrooted binary trees (or phylogenies)
for a finite set of taxa defines a lattice, which orders phylogenies by
their imbalance. By representing phylogenies as path-length sequence
collections, we show that the imbalance ordering is closely related to
a majorization ordering on real-valued sequences, that correspond to
discrete probability density functions. Furthermore, this imbalance or-
dering is a partial ordering that is consistent with the ordering induced
by the entropy determined by the tree structure. On the imbalance lat-
tice, specific functions of the path-length of a phylogeny (including,
among others, the usual objective functions for Huffman coding in in-
formation theory and for the balanced minimum evolution problem in
phylogenetics) may either enjoy combinatorial properties (such as sub-
modularity) that prove useful in optimization or reveal new insights
about the NP-hardness of some families of optimization problems in
phylogenetics.

Sorting Last-In-First-Out Stacks
Fabian Wilschewski, Alf Kimms

One possibility of storing items is to pile them up in stacks. In that
case, an item can only be retrieved if it is the topmost item of a stack.
Consequently, an item can be blocked by other items stored above it.
If an item to be retrieved is blocked, repositioning moves are neces-
sary. Since these repositioning moves can be very time consuming,
the objective is to minimize the total number of repositioning moves.
In this talk, an introduction to the blocks relocation problem is given.
After a short overview of existing literature an exact solution method
is presented.

45



TA-05

OR2018 — Brussels

3-

A Sweep-Plane Algorithm for the Computation of the
Volume of a Union of Polytopes
Lovis Anderson, Benjamin Hiller

Optimization models often feature disjunctions of polytopes as sub-
models. Such a disjunctive set is initially (at best) relaxed to its convex
hull, which is then refined by branching.

To measure the error of the convex relaxation, the (relative) difference
between the volume of the convex hull and the volume of the disjunc-
tive set may be used. This requires a method to compute the volume of
the disjunctive set. Naively, this can be done via inclusion/exclusion
and leveraging the existing codes for the volume of polytopes. How-
ever, this is often inefficient.

We propose a revised variant of an old algorithm by Bieri and Nef
(1983) for this purpose. The algorithm is using a sweep-plane to in-
crementally calculate the volume of the disjunctive set as a function of
the offset parameter of the sweep-plane. This function describes how
much volume has been "passed” by the sweep-plane for a given offset
parameter. Analyzing this function can give further insights into the
structure of the disjunctive set as it scans the change of volume when
passing through the body similiar to a tomography.

We enhanced the original algorithm by separating it into two parts. In
the first computationally expensive stage, a geometric data structure is
set up that can be used to efficiently compute the above function of
the volume for one or many sweep-planes in the second stage. These
functions can then be used to find cuts which separate the disjunctive
set into two parts that are closer to their respective convex hulls.
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Modelling for Mathematical Optimization: Historical
Notes and Current Trends
Susanne Heipcke

This talk reviews the development of modelling languages and tools
for the formulation and solving of mathematical optimization prob-
lems since the 1980s when many of today’s commercial tools were
first published. With the advent of more powerful processors and high-
speed network connectivity the general usage patterns of OR tools have
evolved over time and user expectations on modelling software include
an increasingly large range of functionality.

Optimization models are more and more frequently deployed as dis-
tributed, multi-user solutions within company networks or in cloud-
based environments. This talk discusses the impact of these trends on
modelling tools, including aspects such as data handling, support of
concurrent and distributed computing, integration with analytic tools,
and the role of visualization and user interaction including during the
solving process.

GAMS and High-Performance Computing
Frederik Fiand, Michael Bussieck

Solving challenging optimization problems often involves algorithms
that could exploit the massive parallel computation power of mod-
ern High-Performance Computing (HPC) Architectures. GAMS has
several features that support different modes of parallelism for some
time. Recently, HPC capabilities of GAMS have been extended sig-
nificantly. A link to parallel interior solver PIPS-IPM for large-scale
block structured Linear Programs has been implemented. This link
requires the user to communicate the model’s block structure by vari-
able annotation to the solver. GAMS facilitates user friendly anno-
tation capabilities on the language level. Experimental implementa-
tions of parallel model generation for certain LPs illustrate additional
speedup potential. Furthermore, the novel GAMS Embedded Code
Facility, which extends the connectivity of GAMS to Python, allows
the implementation of HPC applicable decomposition methods. Via
packages like mpidpy the Message Passing Interface (MPI) standard
can be used to implement efficient communication between master and
worker processes as for example occurring in Benders Decomposition
Approaches.

3 - New Programming Interfaces for the AMPL Modeling

Language
Robert Fourer, Fllipe Brandao

Though fundamentally declarative in design, optimization modeling
languages are invariably implemented within larger modeling systems
that provide a variety of programming options. Although program-
ming is not used to describe models, it facilitates the integration of
models into broader algorithmic schemes and business applications.
This presentation surveys ways in which a programming interface can
be useful, with examples from the AMPL modeling language and sys-
tem. The focus is on new APIs (application programming interfaces)
for controlling AMPL from programs in Python and in R, and on new
facilities for invoking Python programs from within AMPL.
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1 - Playing Dominos to Optimize Production Plans

Heiner Ackermann, Erik Diessel

For the optimization of overall performance of production processes,
it is oftentimes key to find a good ordering of jobs. This is particu-
larly true, if the production involves sequence dependent set-up times
or costs between different families of jobs.

In this talk, we introduce a new sequencing problem that emerges from
a practical application in the production of glued laminated timber in
sawmills. Here, jobs are pressing operations on timber boards of dif-
ferent height, and in order to minimize set-up time the goal is to min-
imize the number of height changes for neighboring pressing opera-
tions. However, jobs which belong to the same customer order need
to be processed in a predefined, given sequence. Since the sequences
inside order are unchangeable, it is sufficient to consider the problem
of sequencing orders such that the end height of one order is equal to
the starting height of the next. Furthermore, each customer can post
several orders at once, and it is required that orders of one customer
are produced one after the other, without interruption.

The Domino Sequencing Problem with Families is an abstraction of
the above real world problem. Here, families of dominos, each domino
with a specific start and end state, are given. In the application, each
domino represents one customer order, where the start and end state
represent the height of the first and last pressing operation in the or-
der respectively. The families of dominos represent orders of the same
customer. For a sequence of dominos to be feasible, we require that
dominos of the same family appear one after the other, without inter-
ruption. If for a pair of neighboring dominos in a sequence, the end
state of the first does not equal the start state of the second, this is
called a mismatch. The goal is to find a feasible sequence of dominos,
that minimizes the number of mismatches.

We first provide a polynomial algorithm which sequences dominos of
only one family optimally. This problem can be seen as an Eulerian
Extension Problem on graphs. Then we turn to the problem with an
arbitrary number of families and show that finding an optimal feasi-
ble sequence of dominos is strongly NP-hard. This also implies that
it is not sufficient to compute the optimal sequence for all single fam-
ilies and then glue them together (as both these single steps would be
possible in polynomial time).

Finally, we prove that the problem is fixed parameter tractable if the
number of families is seen as a parameter. Indeed, the problem can
be solved in a time quadratic in the number of dominos, if the num-
ber of families is fixed. We also show several possible extensions of
our result to more general problems, where, for example, some of the
dominos may be reversed.
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Planning Modern Pharmaceutical Production
Christian Weil3, Heiner Ackermann, Christoph Hertrich,
Sandy Heydrich, Sven Krumke

In modern pharmacy, cutting edge bio-medicine research allows for
ever more effective treatment of many severe diseases. However, scal-
ing the production of medicine arising from such research up to an in-
dustrial level offers unique challenges in strategic and operative plan-
ning and scheduling. In this talk, we attempt to consider these chal-
lenges both from a theoretical as well as a practical point of view.

At the heart of the industrial problem that we study, there lies a vari-
ant of a hybrid flow shop scheduling problem. The production process
is split up in several stages, where each stage consists of one or more
parallel machines. In each stage, the machines are identical, but in
some stages machines may be able to process jobs in batches, rather
than one job at a time. A job must be processed by the stages in order
and is completed when its processing finishes on the last stage. Pro-
cessing times are job independent, i.e. on one stage all jobs need the
same amount of processing time (in traditional flow shop literature,
this is sometimes called proportionate flow shop). We briefly give an
overview over known easy and hard cases of this problem, before turn-
ing to the practical application.

In the real world problem, there are many additional challenges to
solve, beyond the solution of the core problem from above. We can
only name some of them in this abstract: e the arrival time of jobs
is no longer completely predictable, although some restrictions can be
set by the decision maker, like the number of jobs that can arrive on a
specific day; this leads to a ’controlled’ variant of online scheduling e
processing stages may, with a certain probability, cause errors, which
make it necessary for the jobs to suffer a longer than normal processing
time; some jobs even have to be returned to a previous stage in order
to restart processing from there e apart from the processing of jobs,
machines need a pre-processing step, in which they are prepared for
use, and a post-processing step, in which they are cleaned; these need
to be scheduled proactively, if possible, such that once a job arrives,
processing can start immediately e transportation of jobs between ma-
chines also has to be considered, since most of the processing needs to
be done in sterilized rooms and transport between those rooms involves
time-consuming locking steps

It is easy to see that these and other features provide significant scope
for optimization, both in strategic planning (e.g. design of a new pro-
duction site) as well as in the actual operation of the process. We will
attempt to classify the features we observe and will provide a first in-
sight in how to solve the resulting complex problem in practice, both
conceptually and computationally.

Scheduling with Prefabrication
Pascal Wortel, Michael Helmling, Sebastian Velten, Christian
Weil3

In manufacturing industry, complex products often require a large list
of intermediate products and resources to be produced, before the final
product can be fabricated. In some areas, such as plant manufacturing,
the production of these intermediate materials cannot be outsourced
and is done by the companies themselves. This is the case, for ex-
ample, if a specific quality is expected from the materials or if the
know-how of the company actually lies in producing these interme-
diate materials, leading to a much better end product. For instance,
when building a factory, a construction company may want to produce
its own concrete, or its own doors, as special security features may be
needed.

These intermediate products can be produced in large amounts at the
same time, and then be used in further production steps of several dif-
ferent final products. Also, it is not necessarily clear from the begin-
ning, or even when an intermediate product is produced, which end
product it will be used for. Thus, the relation between producing and
consuming jobs can no longer be modelled as simple precedence con-
straints, since a particular producing job cannot be assigned to a par-
ticular consuming job.

This motivates the definition of a new class of scheduling problems
with prefabrication, where some jobs, called consumers, may start pro-
cessing only if specified amounts of materials are available. These
materials are produced by other jobs, called producers. In contrast to
usual precedence constraints, the assignment of materials (and thereby
producers) to consumers is part of the problem, resulting in what might
be seen as dynamic precedence constraints.

We introduce the problem of scheduling with prefabrication in gen-
eral and characterize different problem classes. In order to give a clear
overview of the complexity of this problem, we focus on the version of
the problem where only one material type is produced and consumed,
and the production environment consists of only one machine. For

this version, we identify NP-hard cases, and provide exact polynomial
algorithms where possible.
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Optimizing Pressure Screen Systems in Industry -
From Data Collection to Actual Optimization

Tim Miiller, Lena Charlotte Altherr, Marja Ahola, Samuel
Schabel, Peter Pelz

Despite a trend to paperless offices, the demand for paper products
worldwide is still slightly rising. The raw material for papermaking
worldwide consists of 59% paper for recycling. To produce new pa-
per from this heterogeneous raw material, pre-processing is required.
This treatment consists of various separation processes with the aim
of removing as many contaminants as possible and obtaining valuable
fibers. Adhesive contaminants in paper for recycling, so-called stick-
ies, are particularly problematic: They lead to problems during the
papermaking process, are difficult to remove and reduce the quality
of the resulting paper-product. Fine screening systems, consisting of
multiple interconnected pressure screens, are used to separate stick-
ies from the pulp suspension. The design of such systems is highly
complex, since many different system configurations are possible and
conflicting objectives need to be considered. Therefore, this applica-
tion is a typical example for industrial separation processes with sev-
eral stages and many options for the process design. Up to now, the
planning and operation of such systems in practice is based on expert
knowledge and rules of thumb. Because of the inherent complexity,
this approach can quickly lead to non-optimal systems. In 2014, Fii-
genschuh [1] used mathematical optimization methods to optimize not
only operational parameters, but also the topology of such systems. In
this work, the entire process of the optimization - from data collection
via fitting physical models to actual optimization and validation - is
presented. The individual steps, as they are typically necessary for the
optimization of systems in process engineering, and arising challenges
are investigated. First, the data collection in a German paper recycling
mill is presented. The system topology and operational parameters as
well as the resulting system behavior are determined. The fibre and
sticky concentration at different process stages and other parameters
are measured. In addition, factory-specific constraints like maximum
volume flow rates and suspension consistency are taken into account.
The measured data is used to fit the physical model to the real system.
This model is integrated into an optimization model. Depending on the
scope of optimization, different parts of the system can be optimized.
The operational parameters, the design parameters of each component
and the overall system topology are optimized individually and in com-
bination. Furthermore, an adaptation of the topology during operation
is investigated. The potential of the different measures is estimated us-
ing pareto fronts and a cost function. Selected measures are put into
practices and the model is validated by further measurements.

[1] Fiigenschuh, A.; Hayn, C.; Michaels, D. (2014): Mixed-integer lin-
ear methods for layout optimization of screening systems in recovered
paper production. Optim. Eng. 15 (2), 533-573

A heuristic approach for designing decentralized
pump systems
Philipp Leise, Lena Charlotte Altherr

A decentralized design of pump stations can improve the overall effi-
ciency of water supply systems significantly. However, it is a challeng-
ing task to compute the global optimal design for a given objective, if
one considers (i) a construction kit of different pumps which can be
placed in multiple locations in a network topology, (ii) different piping
variants which connect the pumps. In this case, even a small number
of different components in the construction kit leads to a high variety
of possible system designs.

In this contribution, we show an iterative approach to compute promis-
ing primal solutions. In a first step, we use a primal heuristic to find
candidate solutions for the design of the layout of the pipe network. In
a second step, we formulate a MINLP to optimize the positioning and
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operation of pumps for the candidate network. As objectives, we con-
sider investment costs and energy costs. The approach is shown based
on the application example of a real-world high-rise building.

Modeling Thermofluid Systems - An Approach Cus-
tomized for Optimization
Jonas Benjamin Weber, Ulf Lorenz

Many technical applications involve the heating and cooling of fluids.
In technical terms, the corresponding systems are called thermofluid
systems. These systems can be regarded as fluid systems with super-
imposed heat transfer. However, since both parts mutually depend on
each other they have to be considered simultaneously. As an exten-
sion of previous research on fluid systems, we present a mathematical
model for the algorithmic system design of thermofluid systems. This
includes modeling the physical properties and system components re-
lated to heat transfer. Besides that, another issue arises if heat trans-
fer is considered. While it can be reasonable for fluid systems to be
assumed as quasi-stationary systems, this does not hold for most ther-
mofluid systems. Although some can be regarded as quasi-stationary,
most of them show dynamic behavior. A major reason for this is that
when dealing with heat, storage tanks become important. Thus, an
appropriate time representation must be found. For this purpose, we
introduce a continuous-time approach based on a formulation.
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Dynamic Policy Selection for a Stochastic-Dynamic
Knapsack Problem

Jeannette A. L. Hermanns, Jan Brinkmann, Dirk Christian
Mattfeld

In this research, we investigate a stochastic-dynamic knapsack prob-
lem (SDKSP) and the benefit of a dynamic policy selection (DPS).
DPS combines individual policies to solve the SDKSP. In the SDKSP,
we have to accept or reject items. Every item comes with a reward
and a weight. The sum of accepted items’ weights must not exceed the
knapsack’s capacity. The goal is to maximize the total reward of the
accepted items. A sequence of items appears over a planning horizon.
The rewards and weights are subject to a stochastic distribution. Future
items are unknown until they appear. For every item, we immediately
have to decide whether to accept or reject it. We model the SDKSP
as a Markov decision process (MDP). In the MDP, a decision point is
induced when an item appears. The associated decision state’s parame-
ters are the remaining capacity of the knapsack and the point in time of
the planning horizon. If the item’s weight does not exceed the remain-
ing capacity, one has to decide whether to accept or reject the current
item. When the item is accepted, its reward adds up to the total reward
of accepted items, and its weight reduces the remaining capacity of the
knapsack. Additional decision points are induced until the sequence
of items is processed. Since the SDKSP is NP-hard, we cannot solve
large instances to optimality. Thus, we draw on heuristic policies of
approximate dynamic programming. A policy returns a decision for
every decision state. We define a set of individual policies: - A greedy
policy ignores future items and accepts each item until the capacity is
exhausted. - A cost-benefit policy accepts an item if the ratio of reward
and weight exceeds a certain threshold. - A value function approxi-
mation (VFA) explicitly takes future items into account. In a priori
simulations, the VFA learns the expected future reward of a state. In
this way, future items can be anticipated. By considering the current
item’s reward and the expected future reward. At the beginning of the
planning period, anticipation of future items is vital in order to distin-
guish "good" and "bad" items. In the end, when the remaining capac-
ity is small and every item can be the last in the sequence, acceptance
of any item might be reasonable. The DPS selects the most promis-
ing policy in each decision state. To learn the expected future reward
of each policy in each decision state, we implement a non-parametric
policy search realized by an additional VFA. In this way, it takes ex-
plicitly future policy selections into account and autonomously adapts
to heterogeneous distributions of rewards and weights. Computational
studies on different data sets point out that DPS leads to a higher solu-
tion quality compared to the usage of individual policies.

2-

Iterative Approaches for Exact Solutions to Robust
Optimization Problems
Julius Pitzold, Anita Schobel

Solving robust versions of optimization problems is generally known
to be an intrinsically hard task. For many robust optimization problems
an iterative solution procedure is the preferred choice for solving them.
We consider iterative approaches based on cutting planes for solving
robust mixed-integer optimization problems. Iterative approaches start
by solving a reduced problem, called optimization problem, with a
small, finite uncertainty set. In the next step, a new scenario is de-
termined by some procedure, called pessimization problem, and added
to the considered uncertainty set. This procedure is then repeated it-
eratively until an optimal solution (up to some tolerance) to the ro-
bust optimization problem is found. We give a general enhancement to
this iterative approach by investigating the concept of solving the opti-
mization and/or pessimization problems only approximately. Solving
a subproblem approximately means that we stop the solver for the re-
spective subproblem if an incumbent solution is found whose objective
value exceeds a specified bound. We identify under which conditions
this enhanced iterative approach still converges to an optimal solution
and give bounds on the number of iterations. Furthermore we give a
parameterization for choosing the degree of approximation for the op-
timization and pessimization problems and discuss reasonable bounds
for these parameters. Finally we investigate in our computational ex-
periments how different degrees of approximation impact the runtime
of the algorithm when applied to robust mixed integer problems. Here
we distinguish between hard and easy optimization problems and hard
and easy pessimization problems where the latter depends on the struc-
ture of the uncertainty set. We give suggestions for good parameter
choices. The computational results show that a good parameter choice
can lead to significant speed-ups in the runtime of the iterative ap-
proach.

A sequential decision process with stochastic action
sets
Adam Narkiewicz

The article proposes a normative model of dynamic choice in which
an agent must sequentially choose actions in order to maximize her
performance. Unlike in traditional models, the action sets are random.
That is, for a given state history, instead of a known action set, there is
a known probability distribution over action sets. For example, given
the asset prices and portfolio history up to n-th period, the specific dis-
tributions of returns for the assets in the n+1-th period are known only
after the n-th period. I prove that an optimal decision policy requires
an agent to follow the maximum expected performance principle and
that an optimal decision policy can be expressed as a function over
state space, whose expected value the agent ought to maximize. I find
necessary conditions for optimality in the general case, in a Marko-
vian environment, and in a stationary environment. I also prove exis-
tence, uniqueness, and sufficient conditions for optimality under cer-
tain circumstances. I then apply these results to solve numerically three
problems. The first is a portfolio allocation problem in which a future
pensioner tries to maximize probability of having a certain portfolio
value at the time of retirement or tries to obtain this value as quickly
as possible. The second is an optimal-foraging problem. The third is a
problem in which an artificial agent is trying to find the quickest route
in a dynamically changing graph.
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Empty Freight Car Allocation and Fleet Sizing
Sebastian Steininger

Empty freight car allocation problems, as well as fleet sizing problems
depict a highly important topic in the field of railway cargo optimiza-
tion. Fleet sizing is mainly used in order to find the minimal amount
of freight cars (fixed costs) needed to operate the transportation net-
work successfully (e.g.: satisfy customers’ demand). In contrast, after
a consignment is transported to its destination, the unloaded freight
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cars have to be reallocated again. This reallocation process is linked to
costs depending on the travelled distance.

In order to find the optimal trade-off between the amount of freight cars
and costs linked to empty vehicle allocation, a mathematical model
(MILP) is developed. The model is tested on a particular network.
Following the results of this test, different deviations in the network
(changes in cost structure, drive time or demand) are examined and
compared to the basic scenario.

An Adaptive Large Neighborhood Search for a
scheduling and assignment problem in classification
yards

Moritz Ruf, Jean-Frangois Cordeau

In single wagonload traffic, railcars are routed from their sources to
their sinks in multiple trains, as no direct train service is available for
all origin-destination-pairs. Therefore, railcars interchange from one
train to another in so-called classification yards. Railcar interchanges
require the disassembly of inbound trains, the assignment of railcars
to outbound trains and the classification of outbound trains. In order
to ensure a smooth and safe operation, many safety and service opera-
tions must be planned and executed. The operations must be fulfilled
in a given order and time window. They require both infrastructure
elements, locomotives, and staff with process-specific skills. Hence,
a complex scheduling and assignment problem arises. Even though
some parts of the problem have been extensively studied, very few
holistic models can be found in literature. In this talk, we present a
MIP formulation tackling simultaneously the scheduling of all opera-
tions, the resource assignment, and the railcar assignment. Due to the
complexity of the problem, realistic instances cannot be solved with
general-purpose solvers in a reasonable time. Therefore, we propose
an Adaptive Large Neighborhood Search (ALNS) tailored for the de-
scribed problem. We validate the quality of the solutions of the ALNS
on small and medium-sized instances. Last, we report the performance
of the ALNS for realistic instances.

Simulation of Rail and Road Emissions in Europe
Arne Heinold, Frank Meisel

Intermodal rail/road transportation combines advantages of both
modes of transport and is often seen as an effective approach for re-
ducing the environmental impact of freight transportation. Rail trans-
portation is usually considered to emit less greenhouse gases than road
transportation. The actual amounts of both modes depend on various
factors like vehicle type, traction type, fuel emission factors, payload
utilization, slope profile or traffic conditions. Still, comprehensive ex-
perimental results for estimating emission rates from heavy and volu-
minous goods in large-scale transportation systems are hardly available
so far.

This study describes an intermodal rail/road network model that cov-
ers the majority of European countries. Formally, we model a mul-
tilayer network to handle road-only routings and intermodal rail/road
routings. On this network, we apply a mesoscopic emission estimation
model that estimates freight-related emissions relatively precisely from
only a few input parameters of freight shipments. Results are presented
for transports within and between all countries by conducting a large
scale simulation of road transports and intermodal transports. Emis-
sion rates are measured by well-to-wheel carbon dioxide equivalents
per ton-kilometer and provided for various simulation scenarios.

Overall, our results indicate that the use of a single average emission
rate for a large area like Europe can lead to substantial errors in the es-
timation of emissions for individual shipments or particular transport
relations. Furthermore, we found that intermodal routings emit less
greenhouse gases than road-only routings for over 90 % of the simu-
lated shipments. However, this value varies among country pairs and is
significantly lower for countries with many non-electrified rail tracks
and high emission coefficients for their electricity.

The results of this study can be used to further facilitate research in
areas, where emission rates serve as an input to environmentally ori-
ented decision problems, such as location planning or routing prob-
lems. They might also be used for companies to benchmark the en-
vironmental performance of their processes. In addition, the detailed
description of the European rail and road network can be used for other
studies in the field of (intermodal) transportation.
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A Mixed-Integer Linear Program for Optimizing the
Utilization of Locomotives with Maintenance Con-
straints

Sarah Frisch, Anna Jellen, Philipp Hungerldnder, Dominic
Manuel Weinberger

In general, operating a railway transport system is known to be very
costly. Especially, the daily operation and maintenance of locomo-
tives come at enormous cost. In this work, we focus on optimizing
the utilization of a fleet of locomotives, where the transports that must
be performed, are known a priori. Since railway timetables are typ-
ically planned a year in advance, the aim is to alter them such that
the locomotive utilization is maximized. This task is computationally
challenging, as there is a large number of dependencies and constraints
to incorporate.

In this work we propose a Mixed-Integer Linear Program (MILP) that
allows to model two different objective functions: (a) Minimize the
number of locomotives needed, or (b) Minimize the total cost of empty
runs. Further, we aim to minimize the overall number of preventive
maintenances within the fleet. Preventive maintenance of a locomo-
tive is mandatory once it has completed a predefined distance. We
describe the problem on a sparse weighted directed graph that defines
the input variables for the MILP. Due to the problem size, we utilize
a rolling-horizon approach. Finally, in an experimental evaluation, we
demonstrate the efficiency of our approach on various benchmark in-
stances.

The Weighted Linear Ordering Problem
Jessica Hautz, Philipp Hungerldnder, Tobias Lechner, Kerstin
Maier, Peter Rescher

In this work, we introduce and analyze an extension of the Linear Or-
dering Problem (LOP). The LOP aims to find a simultaneous permu-
tation of rows and columns of a given weight matrix such that the sum
of the weights in the upper triangle is maximized. We propose the
weighted Linear Ordering Problem (wLOP) that considers individual
node weights in addition to pairwise weights.

The wLOP is both of theoretical and practical interest. First, we show
that the wLOP generalizes the well-known Single Row Facility Lay-
out Problem by allowing asymmetric cost structures. Additionally, we
argue that in several applications of the LOP, the optimal ordering ob-
tained by the wLOP is a worthwhile alternative to the optimal solution
of the LOP. As an example, let us consider the arrangement of objects
in a row. The pairwise object weights define the preference of arrang-
ing one object before another. Additionally, objects with high pairwise
weights should be positioned far away from each other and accordingly
objects with no or few pairwise weights should be placed in the mid-
dle part of the ordering. Modelling this problem as a wLOP allows to
additionally consider the distances between the objects in the objective
function through their assigned node weights.

We introduce an Integer Linear Programming formulation and well-
performing heuristics for solving the wLOP. Finally, we provide a
large benchmark library and demonstrate the efficiency of our exact
and heuristic approaches on these instances in a computational study.

Compact Linearization for Zero-One Quadratic Pro-
grams
Sven Mallach

Compact Linearization is a general linearization method designed for
and known to work well with zero-one quadratic problems that com-
prise some assignment constraints, in particular the quadratic assign-
ment problem itself. In this talk, we present necessary and sufficient
criteria for a more general class of zero-one QPs to exhibit such a
compact linearization. We start with new simple criteria for assign-
ment constraints and show how to generate a compact linearization of
a given such program automatically. Then, we develop under which
circumstances the approach can also be used to linearize zero-one QPs
with arbitrary linear equation constraints.
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Flow models for some decision situations with in-
complete information
Peter Czimmermann

When we solved location problems related to the design of a private
charging infrastructure for a fleet of electric vehicles, we encountered a
gap between the number of infeasible vehicles obtained from optimiza-
tion and simulation results. The gap is caused by the fact that users of
the charging infrastructure make decisions based on less information
than available in the optimization algorithms. In our contribution, we
show how to model these problems by using the flows in networks. We
suggest an algorithm that will operate despite the lack of information
utilised by the users of the charging infrastructure.

Cost Estimation of FttH Deployment with HDBSCAN
Clustering
Mohamed Saad El Harrab, Michel Nakhla

Fibre to the Home (FttH) has been widely recognized as the most sus-
tainable solution for offering very high-speed internet access to fixed-
line customers. However, the deployment of FttH networks is very
costly and requires a precise estimation of the investment cost. FttH
networks are currently mainly deployed in large agglomerations, but
as part of the “ France Tres Haut Débit  plan, several public initia-
tive networks (Réseaux d’Initiative Publique, RIP) have been set up
to extend these services throughout the country. With the aim of es-
timating the investment cost for these uneven population zones, we
propose an approach based on HDSBSCAN clustering. This method
supports variable density clusters in particular the detailed geospatial
data to design the FttH network infrastructure and accurately estimate
the deployment cost.

A new formulation for the Hamiltonian p-median
problem
Luis Gouveia, Tolga Bektas, Daniel Santos

This paper concerns the Hamiltonian p-median problem defined on a
directed graph, which consists of finding p mutually disjoint circuits
of minimum total cost, such that each node of the graph is included
in one of the circuits. Earlier formulations are based on viewing the
problem as resulting from the intersection of two subproblems. The
first subproblem states that at most p circuits are required, that are usu-
ally modelled by using subtour elimination constraints known from
the traveling salesman problem. The second subproblem states that
at least p circuits are required, for which this paper makes an explicit
connection to the so-called path elimination constraints that arise in
multi-depot/location-routing problems. A new extended formulation is
proposed that builds on this connection, that allows the derivation of a
stronger set of subtour elimination constraints for the first subproblem,
and implies a stronger set of path elimination constraints for the sec-
ond subproblem. The paper describes separation routines for the two
sets of constraints that are used in a branch-and-cut algorithm to solve
asymmetric instances with up to 150 nodes and symmetric instances
with up to 100 nodes using the new formulation.
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The Role of Performance Feedback in a Dynamic
Tournament: A Theoretical and Behavioral Investiga-
tion

Yingshuai Zhao, Ni Fang

The solution quality of an innovation tournament highly relies on the
effort contestants expend in generating the solutions. It is therefore of
tournament organizer’s interest to implement a mechanism that helps
induce the greatest effort exertion. Scholars in economics and inno-
vation have devoted to find the effective mechanism. While exten-
sive studies have focused on the effect of award structure, an emerg-
ing interest has shed light on the performance feedback as an incen-
tive scheme for motivating the greatest effort exertion. The studies
of performance feedback are mostly theoretical work based on a two-
period model. For instance, Ederer (2010) found that the effect of
feedback mechanism is contingent on the form of effort cost functions
and whether agent’s ability enters the production function additively
or multiplicatively; Mihm and Schlapp (2016) suggested that the op-
timal feedback policy in the innovation contests relies on the contest
objective and the performance uncertainty. Even though the studies
with a two-period model have generated meaningful insights, practical
applications for innovation tournaments often suggest multiple periods
(Terwiesch and Ulrich 2009). From a game perspective, a multi-period
game captures that the player’s risk attitude reveals gradually through
a sequence of information signals about the state of the world. In other
words, in the context of multiple-period tournaments with uncertain-
ties, interim performance evaluations allow contestants to timely for-
mulate the competitive strategies, which response to their positions in
the tournament and to take advantage of the chance events within the
tournament. Hence, a two-period model may fall behind in evaluating
the efficacy of feedback mechanism induced by competitive tourna-
ments with multiple periods. This paper articulates the role of interim
performance evaluations by looking into the dynamic tournament char-
acterized by multiple periods. In addition to theoretical analysis, we
analyze behavioral decisions by laboratory experiments. Literature in
behavioral economics have demonstrated that a model assuming full
rationality cannot precisely predict actual decisions, because irrational
factors (behavioral factors) commonly exist in practice. Nevertheless,
the behavioral decisions have not been discussed in the study of feed-
back mechanism on competitive tournaments. To summarize, we in-
vestigate the interplay between the performance feedback and behav-
ioral factors over the contestants’ strategic effort choice in a tourna-
ment with multiple periods. Both a theoretical model and a behavioral
model are developed to predict the effort choices. The models demon-
strate that the merit of performance feedback is contingent on several
factors (for instance, cost difference between the high effort and the
normal effort) with a threshold beyond which the provision of interim
performance evaluations can weaken a contestant’s incentive to exert
high effort.

An Analysis of Empirical Newsvendor Decisions
Anna-Lena Sachs, Michael Becker-Peth, Stefan Minner,
Ulrich Thonemann

Human decision making in the newsvendor context has been analyzed
intensively in laboratory experiments, where various decision biases
have been identified. However, it is unclear whether these biases also
exist in practice. We analyze the ordering decisions of a manufacturer
who faces a multi-product newsvendor problem with an aggregate ser-
vice level constraint. The manufacturer broadly exhibits the same bi-
ases as subjects do in the laboratory and is prone to another bias that
has not been identified before, that is, group aggregation. The bias
can be attributed to the multi-product problem of the manufacturer,
and refers to the observation that the service levels are not optimized
for individual products, but rather for product groups. Our data allows
us to analyze the manufacturer’s performance in detail and we find that
he achieves target service levels effectively, but not efficiently. We pro-
vide rationales for the manufacturer’s ordering behavior, discuss man-
agerial implications, and quantify the financial benefits of de-biasing
ordering decisions.

Multi-Period Inventory Management with Budget Cy-
cles: Rational and Behavioral Decision Making
Michael Becker-Peth, Kai Hoberg, Margarita
Protopappa-Sieke

We study inventory decisions in a multi-period newsvendor model. In
particular, we analyze the impact of the budget cycle in a behavioral
setting. We derive optimal rational decisions and characterize the be-
havioral decision making process using a short-sightedness factor. We
test the aforementioned effect in a laboratory environment. To control
for inventory that is carried over from on period to the next, we intro-
duce a start-inventory factor and find that order-up-to levels increase
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in the starting inventory. Our results also indicate that the subjects are
short-sighted with respect to future budget cycles. They reduce orders
significantly at the end of the current budget cycle which results in a
wave style order pattern during the budget cycle.
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Avoidance of Power Grid Expansion by Load Shifting
Anja Hahle, Christoph Helmberg

The increased inclusion of regionally available renewable energies into
the existing electricity system as well as the rise in energy demand of
the ICT sector may cause infeasibilities in the load balancing problem
of power grids. Resolving these by expanding the power transmis-
sion grid not only leads to high investment costs for network operators
but often meets societal and environmental opposition. We present a
model and an algorithmic framework that exploits flexible loads from
geographically distributed data centers to improve grid stability in or-
der to avoid grid expansions. In this we use coupled time-expanded
networks to model the shifting of virtual machines (VMs) as well as
to control the on-off status of servers. In the end, the arising dis-
crete multi-commodity flow problems enable the integration of flexible
loads into the classical Optimal-Power-Flow problem (OPF). Finally,
we present first computational results based on simulated networks.

Electricity Price-Oriented Scheduling Within Produc-
tion Planning Stage
Jan Busse, Julia Rieck

The fact that energy prices on spot markets are volatile opens up eco-
nomic potentials for industrial companies, as they consider them in
production planning processes. In practice, this means that energy
costs can be saved by shifting orders to time intervals of low energy
prices, which, however, affects other targets such as capacity utiliza-
tion and cycle times. In contrast to existing scheduling approaches of
manufacturing control, which integrate the actual trend of the intra-
day electricity price at an operating level, this contribution addresses
the effects of electricity price-oriented scheduling for planning periods
of up to one month. This technical perspective allows decision makers
to estimate future system operating costs, required fuel amounts, main-
tenance activities, utilization levels, (de-)investment requirements, or
additional staff. We study a flow shop scheduling environment with
one or more machines and energy intensive jobs. Applications can be
found, for example, in the chemicals, paper, steel, cement industry.

On a tactical planning level, sufficient price information has to be avail-
able weeks before production start. In order to obtain a reliable elec-
tricity price indication for periods in the future, we conducted elec-
tricity price forecasts by using an artificial neural network approach.
The results are used as an input for a mixed integer linear schedul-
ing model that, on the one hand, accounts for energy costs and, on
the other hand, measures the energy-based gross margin. By means
of a computational study, we compare previously and on the basis of
forecasted energy prices determined schedules to the actually occurred
schedules. Furthermore, we study the difference between the energy
costs of our electricity price-oriented schedules and the energy costs of
schedules generated using alternative objectives like cycle time mini-
mization. Small-scale instances are solved with CPLEX. In order to
solve medium and large-scale instances, further solution strategies and
speed-up techniques are considered, as well as heuristic techniques
such as fix-and-optimize procedures.

Evaluation of cost-reduction potentials in container
terminals with electrified horizontal transport by us-
ing Energy Demand Management

Erik Pohl, Lars-Peter Lauven, Jutta Geldermann

Environmental protection and energy efficiency are major topics in sea-
port management. Serving as an interface of sea and landside, con-
tainer terminals play an important role in global supply chains. On the
one hand, the operators of container terminals are facing pressure on

reaching a higher level of throughput by shipping companies, while on
the other hand, port-authorities and governments ask for measures for
energy saving and emission reduction. Therefore, many container ter-
minals today strive to reduce emissions and energy consumption while
maintaining or improving the current service level. The highest share
of emission reduction in a container terminal can be achieved by using
electrically powered container handling equipment and renewable en-
ergy. The possible future electrification of equipment in container ter-
minals will increase their power demand significantly. Energy Demand
Management aims at modifying consumer demands to reduce energy
consumption during peak-hours to benefit the power supply system as
well as reducing energy costs for the terminal operator. In this pa-
per, we present a mixed-integer linear program for demand response in
container terminals with electric rail-crane system and first results. The
goal is to determine the cost-reduction potential by comparing energy
costs with an optimal demand management and energy costs without
demand management for small problems. We use the program to deter-
mine the most cost-efficient demand schedule in the planning horizon
while the constraints guarantee sufficient power supply for normal op-
eration. Since we are only interested in the cost reduction potential, we
assume the future electricity prices in our model to be known.
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Zeno Points in Optimal Control Models with Endoge-
nous Regime Switching
Andrea Seidl

The present paper considers a type of multi-stage problem where a de-
cision maker can optimally decide to switch between two alternating
stages (regimes). In such a problem, either one of the two stages domi-
nates in the long run or it is optimal to infinitely switch between stages.
A point where such a phenomenon occurs with optimal switching time
zero is called Zeno point.

By a reformulation of the multi-stage problem using an additional bi-
nary control to account for the alternating stages, the necessary match-
ing conditions for optimal switching are derived. A relaxation with a
linear control is considered to analyze the implications of the occur-
rence of a singular solution. In case of the control becoming singular,
the matching conditions are fulfilled, i.e. it is optimal to switch be-
tween the stages. If the time derivative of the matching conditions is
zero, it is shown that trajectories approaching this point are tangen-
tial to the switching curve. Furthermore, if the trajectories move into
opposing directions, this implies Zeno behavior.

A two-stage version of a standard capital accumulation problem is an-
alyzed and a Zeno point is found analytically. Numerical calculations
are performed to visualize the Zeno phenomenon. The economic rele-
vance of the phenomenon is discussed.

Stochastic optimal control and games in finance,
economics and medicine under regime switching,
jumps and delay

Gerhard-Wilhelm Weber, Emel Savku

We contribute to modern OR by hybrid (continuous-discrete) dynam-
ics of stochastic differential equations with jumps, their control and
optimization. Those systems allow for the representation of random
regime switches (or paradigm shifts), and are of growing importance in
science, engineering, finance, economics, neuroscience and medicine.
We present several new approaches to this area of stochastic optimal
control, and give results. These are analytical, e.g., by optimality cri-
teria, of closed-form or numerical approximations. We discuss the oc-
currence of delay, of partial information and stochastic games, provide
findings and examples.
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Constrained non-concave utility maximization: An
application to life insurance contracts with guaran-
tees

Peter Hieber, An Chen, Thai Nguyen

We study a problem of non-concave utility maximization under an
equilibrium condition. The framework finds many applications in, for
example, the optimal design of managerial compensation or equity-
linked life insurance contracts. Deriving closed-form solutions, we
observe that the equilibrium condition will reduce the riskiness of the
optimal strategies substantially. In an extensive numerical section, we
analyze innovative retirement products that adapt the investment strat-
egy of the premium pool according to the policyholder’s preferences,
modeled as constant relative risk aversion (CRRA). Such products are
aresponse to the loss of attractiveness of traditional life insurance con-
tracts with guarantees that are negatively affected by increasing sol-
vency requirements for return guarantees and a general decrease in
interest rate levels. Taking into account that retirement products are
usually tax-privileged, we find that fairly priced guarantee contracts
that follow this optimal investment strategy lead to a higher expected
utility level than asset investments.
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Validating Measurement Data in Manufacturing Pro-
cesses
David Brueck, Sven Krumke

Statistical process control (SPC) is an industry-standard methodology
for monitoring and controlling quality during the manufacturing pro-
cess. In this method, one measures quality data of small samples in pre-
set time intervals or after a specific amount of produced items. Based
on this data and some mathematical statistics, one can extrapolate to
the entirety and, if necessary, adjust process parameters to ensure per-
fect quality products. Still, this method is conditioned on the fact that
the measured data is correct and neither the measuring device nor the
inspector manipulated the incoming data. We study the problem of
detecting manipulations in measurement data of manufacturing pro-
cesses, which we refer to as validation of measurement data. To this
end, we adapt different machine learning approaches and propose a
novel variation of the Smith-Waterman algorithm to also operate on
continuous data. We then compare these different techniques on real
data from manufacturers in Germany and test the results for feasibil-
ity. The result is a solution, being a combination of decision stump
forests and the Smith-Waterman variation to detect characteristics from
a predefined list of typical manipulations. With regards to practical us-
age, we then provide an intuitively controllable environment to execute
these algorithms and validate said quality data.

The influence of spare parts provisioning on the de-
sign of manufacturing systems
Gudrun Kiesmuller

During the design of a manufacturing system a planner decides
amongst others on the locations and capacities of buffers. In case of
stochastic processing times and unexpected disruptions they can in-
crease the throughput of a system significantly by reducing starvation
and blocking of machines. In this paper we allow another instrument to
raise the throughput of a system and focus on measures in the context
of after sales service. In order to avoid long downtimes of machines
in case of unexpected failures spare parts are kept on stock to enable
a repair-by-replacement policy. Since more spare parts lead to higher
machine availability, they also have a positive effect on the throughput
of the system. However, spare parts induce holding costs, similar as
buffer places generate higher costs due to work-in-process inventory.
In our research we study the trade-off between costs for buffer places
and spare parts, and the throughput for a flow-line. We investigate
the interaction between spare parts inventory levels and buffer capac-
ity and show how optimal system designs can be determined using a

Markov Chain approach. The optimal solution depends on the relation
of costs for spare parts and workpieces and if standardized compo-
nents are used, then also pooling effects can be observed. Our research
reveals, that a joint optimization of buffer capacities and spare parts in-
ventory levels can reduce costs and increase throughput significantly.

Optimization-based order release in engineer-to-
order systems - Basic model for a multi-step ap-
proach

Jana Plitt, Ralf Gossinger

Order release initializes the execution of planned production orders in
such a way that relevant objectives will be fulfilled by utilizing re-
sources that are available within a certain planning horizon. For make-
to-order systems, different order release approaches have been devel-
oped based on the assumption of complete information about the order
specification. In contrast to this, order release in an engineer-to-order
environment is faced with specification uncertainty. That is, customer
orders are accepted even though only a rough-cut specification of the
product and information on the latest delivery date is available and fur-
ther details of the specification have to be supplemented during the
order fulfillment process. The rough-cut specification allows starting
production of those components for which a complete specification is
already available. For all other components information about a spec-
trum of possible production processes and possibly required resources
can be used at this early point in time. More definite information is pro-
vided successively by interactive processes involving persons of both
parties, customer and supplier. Hence, a complete specification will
be available at a later point in time, but the time required for detailing
is uncertain. In our contribution, we review available approaches for
optimization-based order release and identify modifications that be-
come necessary in the engineer-to-order context. In order to handle
the specification uncertainty efficiently, we propose a multi-step ap-
proach that focuses on production orders for components of the known
customer orders. The steps are triggered as soon as either the specifica-
tion of a further component is completed or a predefined release inter-
val is elapsed. In each step, the release decision is made for the batch
of completely specified, but not yet released components with respect
to cost consequences for all customer orders in the system, irrespec-
tive of their components’ states (incompletely specified, completely
specified, released, finished). Besides the inventory holding costs and
lateness costs, in engineer-to-order systems processing costs become
relevant too, since alternative processes and resources can be chosen
for incompletely specified components. Furthermore, the specification
uncertainty requires an adequate consideration of choice probabilities
(processes, resources) and distributions of specification time. For sup-
porting such release decisions by computers, we develop a basic opti-
mization model (MILP) that is applied in each step. In order to study
its behavior, we conduct a numerical study with a set of systematically
generated problem instances and search for optimal solutions by means
of a standard solver.
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Military manpower planning using a career path ap-
proach applied to the Belgian defense

Oussama Mazari Abdessameud, Filip Van Utterbeeck,
Marie-Anne Guerry

In order to accomplish the missions of the organization, military man-
power planning aims to provide the required workforce with the ad-
equate competences and ranks. The military organization specificity
is the hierarchical structure which restricts personnel movements and
recruitments (only at lowest rank of the organization). Military person-
nel movements are mainly of two types: vertical advancement in rank
(promotion) and horizontal transfers (job position transfers). Besides,
each job position in the military organization requires some conditions
related to rank, competence or other individual characteristics. Mili-
tary manpower planning involves two logics: statutory logic and com-
petence logic. Statutory logic deals with: recruitment, retirement and
promotion to accomplish strategic goals. The competence logic aims
to fulfill the job positions. However, these two logics affect each other.
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For example, if the statutory planning fluctuates, the competence pol-
icy should adapt. The aim of our research is to combine both logics into
one integrated model, which allows the simultaneous optimization of
the two combined logics. This model gives detailed information about
the workforce distribution in the coming years and it permits the human
resources managers to better forecast the results of their policies. Each
soldier in the military organization is characterized by a rank, a job po-
sition and acquired competences. The evolution of these characteristics
through time is called the soldier’s career path. We model the military
manpower using a career path approach. First, we identify the possi-
ble career paths taking into account the organization’s policies. Then,
the military manpower is assigned to the possible career paths. The
competence and statutory goals are translated into finding the amount
assigned to each career path. In order to find the optimal manpower
assignment, we resort to goal programming. For the goal program, we
consider three types of variables: new recruits assignment, initial man-
power assignment and the goals deviations. New recruits assignment
is the amount of recruited personnel in each career path. The initial
manpower assignment defines the assignment to different career paths
of the manpower initially in the organization when starting the simula-
tion. The deviation variables are used in the soft constraints to define
the deviation from the targeted goals. We applied our modeling ap-
proach to a subpopulation of the Belgian military manpower (officers).
The model helps the human resources managers study the impact of
different policies on the statutory and the competence levels. Further-
more, the model contributes to planning the future policies, such as job
transfers and annual recruitment.

Bridge monitoring techniques by means of accelera-
tion sensors
Melanie Schaller

Prestressed concrete bridges contain a risk of stressed corrosion be-
cause of the occurrence of cracks in the material. To which extent
these cracks can become dangerous, was shown impressively in the lat-
est news about the collapse of a high concrete bridge in Genoa, Italy.
Thus a regular maintenance and inspection of construction conditions
are very important to preserve bridges and to avoid any danger for the
civilians. The fifth natural frequency of the bridge can be used to detect
condition changes of the substance. In this regard the acceleration sen-
sor uses a frequency around 10 Hz for the condition monitoring in the
present use case of the Stadtring Siid bridge in the city of Wiirzburg,
Germany. In the case of the spread of cracks the natural frequency
would change. Therefore it should be possible, to monitor the condi-
tion of bridges by the use of acceleration sensors.

Change Detection Framework for Road Safety Im-
provement
Katherina MeiBner

In 2015, 5 out of 100,000 people were killed by road accidents in Eu-
rope. In order to reduce this number, the circumstances of accidents
and their change over time must be evaluated carefully. In this way,
the police is enabled to decide upon actions to improve road safety,
e.g. new speed limit reductions, stop signs or investments in walking
and cycling infrastructure. To support this decision process, we pro-
pose a change detection framework based on frequent itemset mining
(first step), time series evaluation (second step) and time series cluster-
ing (third step). Due to the layered structure of this framework, we are
able to optimize the single steps individually by considering the results
obtained in previous steps. Firstly, we apply frequent itemset mining
on monthly road accident data to receive all attribute combinations that
exist at least a minimum number of times (minimum support) in this
month. In the provided statistical data, depicting ten years of road acci-
dents that entailed personal injuries, there are about 70 attributes (e.g.
age of driver, time of day, vehicle variant), each with 10 different val-
ues on average. This leads to billions of possibly interesting attribute
combinations. A combination of attributes (frequent itemset) is inter-
esting or valuable, if its relative frequency varies from one month to the
other, where a slow inclining or declining trend, an arbitrary change of
direction, or any other kind of instability may occur. Since frequent
itemset mining methods lead to numerous potentially interesting at-
tribute combinations, an automated change mining approach is needed
in order to find the most interesting ones. In a second step, we sepa-
rate itemsets that exhibit a trend (non-stable) from those that are non-
changing (stable) using non-parametric statistical tests like Cox-Stuart
and Chi-Squared. Consequently, we drastically reduce the number of
attribute combinations to be studied and thus the number of time series
that have to be evaluated. The resulting number of non-stable itemsets,
that are assumed to provide revealing information, is still very large.
Therefore, we cluster them by considering the time series shapes in a
third step. Each cluster can then be analyzed further using trend de-
tection methods. Results show hot spots concerning locations, traffic

systems and target groups that help police analysts establishing further
action plans to reduce road accidents in the future.
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Dial-a-ride with real-time disruptions
Célia Paquay, Yves Crama, Thierry Pironet

The problem considered in this work stems from a non-profit organi-
zation in charge of transporting patients to medical appointment loca-
tions. The patient is picked up at home around half an hour before
his appointment time and is then dropped at the appointment location
(outward request). The patient may also ask to be picked up at the end
of his appointment to be driven back home (return request). Some pa-
tients have specific requirements: they can require an accompanying
person or to be transported in a wheelchair. The organization proposes
door-to-door transportation services for these requests. This problem
is called a dial-a-ride problem (DARP) in the scientific literature. The
DARP investigated in this application consists in determining a set of
routes for a fleet of vehicles to satisfy the requests, taking into account
several constraints: e.g. time window constraints (the pickups and the
deliveries have to be achieved within given time intervals), maximum
riding time constraints of patients, and vehicle capacity constraints.
The objective function is composed of several aspects: minimizing the
route length but also maximizing patient satisfaction (reduced waiting
time or route duration). In practice, an initial planning is generated
in the evening for the following day. This planning is composed of a
routing and a schedule. The routing represents the set of routes, that
is the ordered sequences of locations to be visited, for each vehicle.
The schedule is composed of the arrival and departure times for each
route location, for each vehicle. The initial planning has to meet the
set of constraints. However, in practice, even if patients have a fixed
appointment time, the appointment duration may vary due to unfore-
seen circumstances. Thus, even if all requests are known in advance, it
may happen that some transportation requests are modified, delayed or
cancelled in real-time. For instance, the doctor can be late and thus the
patient will be available later than expected. A patient can get sick and
thus not able to attend his appointment. Hence, the associated requests
are cancelled. The aim of this work is to propose recourse actions
to adapt the planning in order to manage these real-time disruptions.
The planning should be modified quickly, while trying to minimize the
changes to avoid confusion for the drivers and the patients. For this
purpose, several operators are defined to be able to temporarily delete
a request, to insert a previously deleted request or to definitely can-
cel a request. Moreover, in practice, several choices can be made and
some politics are thus introduced to assess the impact of these choices
on several quality indicators, such as the waiting time of the patients,
their ride time or the route length. Finally, simulation techniques are
used to create scenarios with real-time disruptions.

The on-demand bus routing problem: towards a
more performant public transport system
Lissa Melis, Kenneth Sorensen

In the last decades, the popularity of flexible transport services (FTS)
has increased considerably, as witnessed in applications such as shared
taxis and on-demand carpooling. Even though public bus transport is
still largely bound to fixed routes and fixed timetables, the ubiquity of
mobile devices and the improved technology of automated vehicle lo-
cation (AVL) systems would allow for a large-scale shift to on-demand
public transport in the near future. In such an on-demand system, buses
would drive along routes completely determined by the demand of pas-
sengers. To support the routing of on-demand buses we define a new
optimization problem: the on-demand bus routing problem (ODBRP),
which combines the dial-a-ride problem (DARP) with bus stop selec-
tion, introduced in the school bus routing problem. Given a set of re-
quests for transportation, indicating a passenger’s departure and arrival
location, as well as his/her preferred arrival time, the aim of the prob-
lem is to (1) assign each passenger to a departure and arrival bus stop
within walking distance, and (2) develop a set of bus routes, picking up
passengers at their departure stop and delivering them to their depar-
ture stop before their preferred arrival time. In this talk, we present (a

mathematical formulation of) the ODBRB, as well as a straightforward
heuristic to solve it.

3 - User-based redistribution in freefloating bike sharing
systems
Christoph Heitz, Roman Etschmann, Raoul Stoeckle, Thomas
Bachmann, Matthias Templ

During the last few years, stationless (freefloating) bike sharing sys-
tems (BSS) are installed at a rapid pace in cities all over the world. In
contrast to classical station-based systems, bikes can be dropped off
anywhere within a predefined region. For pick-up, their location can
be retrieved via smartphone.

Such freefloating BSS are much more attractive for users than station-
based systems. At the same time, they are extremely attractive for op-
erators and cities because they don’t need extra space nor the installa-
tion of stations and utilize already existing infrastructure. On the other
hand, the redistribution of bikes from places where they are parked but
not needed, to areas with a shortage of bikes is extremely expensive.
These costs could be significantly reduced if users could be stimulated
to take over at least a part of the redistribution effort.

In our paper we discuss the problem of user-based redistribution in
freefloating BSS. Redistribution in BSS has been extensively studied
in the last decades, but mainly for the case of station-based systems and
for operator-based redistribution. There are only a few publications on
freefloating systems, and less than a handful of them addresses user-
based redistribution. Our paper aims to make a contribution to better
understanding the mechanisms, potential and limitations of user-based
redistribution in freefloating BSS.

We present a stochastic model of the bike dynamics in a freefloating
BSS and study the spatio-temporal distribution of the bikes. As users
are willing to walk a specific distance to pick up the next bike, a sig-
nificant spatial correlation in the bike distribution is created. This is
specific to freefloating systems and results in a substantially reduced
service level compared to a classical closed queueing network.

Offering incentives to users may stimulate them to changing their us-
age pattern. We model the different possible behavioral changes and
perform sensitivity analyses to study the influence of various behav-
ioral parameters on the service level. We show that, with a smart in-
centive system, the number of bikes for creating a service level of 95%
can be reduced significantly, even if only a minority of users partic-
ipates. Under realistic behavioral assumptions, 30-50% reduction of
bikes is achievable, which converts into substantial costs savings for
the operator.

Our research was triggered by the development of the new e-bike shar-
ing system "smide" in Zurich, launched in 2017 by the insurance com-
pany die mobiliar. In this context, we tested several incentive strategies
both with classical market research methods and with an extensive real-
life field test during a period of 5 months. In this field test, we could
analyze the behavior of users if offered incentives to drop-off bikes in
specific areas. The findings help to develop optimized incentive sys-
tems for free-floating BSS.
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1 - Large-Scale Dynamic Network Pricing under Cus-
tomer Choice Behavior for Railway Companies
Simon Hohberger, Cornelia Schoen

Railway Revenue Management (RRM) offers great opportunities to in-
crease revenues in practice but it received only little attention in re-
search during the past decades. Due to the special structure of railway
networks, traditional RM-approaches that have been applied in other
transportation industries must be critically assessed and adjusted to
the industry specific setting. In our talk, we present a mathematical
model formulation for multi-product, multi-resource railway revenue
management for dynamic pricing that incorporates heterogeneous cus-
tomer choice behavior and railway specific constraints. We first give
practical insights into the special business environment that railway
companies are dealing with. This includes the motivation for the use
of customer choice models. A train company typically offers multiple
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connections between two cities within a day (e.g. 37 between Frankfurt
and Berlin for Deutsche Bahn) and therefore the demand for a specific
train connection does not only depend on its own price but also on the
price and quality of alternative connections. In addition, some practi-
cal business rules should be considered in a RRM-model, e.g. longer
itineraries should be more expensive than shorter ones to avoid strate-
gic customers. As a result of incorporating the characteristics men-
tioned above, the original mathematical problem formulation turns out
be non-convex nonlinear with potentially many local optima, and is
thus difficult to solve exactly. At the same time, problem instances
in reality are typically large-scale and the allowable time to solve the
problem in practice very limited. Therefore, we present heuristics that
make it possible to solve large-scale problem instances approximately
in reasonable time. Finally, based on real data from the German Rail-
way Company Deutsche Bahn we show first results with respect to
solution quality and time and discuss chances and limits that arise in
practice with a choice-based RM approach.

Surge Pricing in Shared Mobility Systems
Dennis Proksch, Claudius Steinhardt

Air and noise pollution, congestion, and shortage of living space are
pressing problems in urban areas. What contributes to these problems
is an ineffective use of vehicles. Vehicles like scooters, cars, and bi-
cycles are underutilized when owned and run by users of merely one
household. Offering several users access to a pool of vehicles against
a per-minute usage fee, Shared Mobility Systems (SMS) have been
emerging and help to counter the prementioned issues. However, ex-
perience has shown that SMS often suffer from imbalances: some lo-
cations run out of vehicles, while others get overcrowded. Both ten-
dencies make SMS unattractive. Although optimizing the service area
layout and the number of vehicles can help to mitigate such imbal-
ances, these means are cost intensive and need a fair amount of time to
be implemented. Another approach to resolve imbalances focuses on
imposing specific parking regulations on the users or relocating vehi-
cles from crowded to empty locations. Parking regulations have proven
to be effective, but are hardly applicable to station-less SMS. Relocat-
ing vehicles reduces imbalances, but requires an infrastructure of its
own and comes at high operative costs.

In this talk, we follow a different approach and present a dynamic pric-
ing scheme similar to surge pricing to tackle imbalances in SMS by
tuning a direct lookahead approximation to decide on how to set prices
for different locations. We evaluate our approximation based on real-
world data gathered from a SMS in the DACH region. Our findings
suggest that dynamically adjusting prices leads to an overall better per-
formance and increases profits.

Data-Driven Stochastic Dynamic Pricing and Order-
ing

Rainer Schlosser

In many markets, firms use data-driven dynamic pricing and ordering
strategies to increase their profits. To successfully manage both inven-
tory levels as well as offer prices is a highly challenging task as (i)
demand is typically uncertain and (ii) optimized pricing and ordering
decisions are mutually dependent. In this paper, we analyze stochas-
tic dynamic joint pricing and ordering models for the sale of durable
goods. In a first step, a data-driven approach is used to estimate de-
mand intensities and to quantify sales probabilities. In a second step,
we use a dynamic programming model to compute optimized feedback
pricing and ordering strategies. Further, we study the impact of order-
ing costs, inventory holding costs, and a delay in delivery.
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Shelf Repositioning in a Robotized Warehouse
Ruslan Krenzler, Lin Xie, Hanyi Li

‘We analyze robotized warehouses, where robots move shelves between
a storage area and output stations. At every output station there is a
person - the picker - who takes items from the shelves and packs them

into boxes according to customers’ orders. The content of each shelf is
different. The customer’s orders are random. As a result, some shelves
are used more frequently than the others. When the picker does not
need the shelf any more, a robot carries this shelf back to the storage
area. In the storage area, there are several free places and we need to
decide where to put this shelf. Every decision influences the next one.
And the sequence of these decisions influences the overall efficiency
of the warehouse. We look for an optimal sequence. We develop a
simple mathematical model in order to better understand the complex
real-world warehouse and to develop optimization algorithms. In this
model we neglect refilling of the shelves, because it happen much less
frequently than emptying of the shelves at the output stations. We
consider multiple scenarios: when we know exactly the future orders
(offline), and when we do not know them (online). We test our results
with a simulation framework.

Metamodel-based optimization of the article-to-
device assignment and manpower allocation prob-
lem in order picking warehouses

Ralf Géssinger, Grigory Pishchulov, Imre Dobos

Efficient order picking requires a coordinated way of combining and
utilizing three kinds of resources: articles customers are demanding,
devices to pick articles according to customer orders, and operators
working at the devices. The focus of this contribution is on ware-
houses where resources of each type are heterogeneous. Articles differ
in their handling requirements, devices - in their degree of automation,
and operators - in their qualification to work at certain devices. Hence,
the decisions of assigning articles to devices and allocating manpower
among devices are interdependent. Since the assortment of articles is
subject to permanent adaptations, both decisions need to be adjusted
and the problem has to be solved frequently for similar instances. Nu-
merical analyses reveal that an exact approach would not be able to
solve real-sized problem instances within the time span between two
assortment changes. For this reason we propose a hybrid way of com-
bining exact and heuristic solution approaches. The exact approach
is utilized, though less frequently, to make the interdependent deci-
sions simultaneously and to reset the system from time to time to an
optimal state. In order to adjust the system setup to each assortment
change, a heuristic approach featuring metamodel-based optimization
is used: At first the manpower allocation is predicted inductively and
then a general-purpose solver is applied to determine the article-to-
device assignment. In this case, the metamodel maps the relation be-
tween the characteristics of both, articles and devices, observed for
a large number of different assortments and the corresponding opti-
mal manpower allocation determined by the exact approach. Since the
workforce and the portfolio of devices in one warehouse are relatively
stable, the response of this model to modified assortments represents an
anticipated near-optimal manpower allocation. In the planned contri-
bution the way of decomposing the problem, selecting the metamodel
type, building the metamodel and estimating it is substantiated by sta-
tistical results gained from a numerical study using sampled data of a
pharmaceutical wholesaler. A comparison of exact and heuristic ap-
proaches with regard to solution quality and time for solving a set of
out-of-sample instances reveals the benefit of combining both.

Sequencing of picking orders to facilitate the replen-
ishment of A-Frame systems
Stefan Schwerdfeger, Nils Boysen, David Boywitz

A-Frame systems are among the most efficient order picking devices.
Stock keeping units are stockpiled in vertical channels successively ar-
ranged along an A-shaped frame and a dispenser automatically flips
the bottom most item(s) of each channel into totes or shipping cartons
that pass by under the frame on a conveyor belt. While order picking it-
self is fully automated, continuously replenishing hundreds of channels
still remains a laborious task for human workers. We treat the research
question whether the sequencing of picking orders on the A-Frame
can facilitate the replenishment process. In many real-life applications,
workers are assigned to fixed areas of successive channels which they
have to timely replenish. Our sequencing approach, thus, aims to prop-
erly spread the replenishment events of each area over time, such that
each worker has sufficient time to move from one replenishment event
to the next. We formulate the resulting order sequencing problem, con-
sider computational complexity, and suggest suited heuristic solution
procedures.
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Improving branching for disjunctive models via ap-
proximate convex decompositions
Benjamin Hiller, Tom Walther, Lovis Anderson

Disjunctive sets arise in a variety of optimization models and much
research has been devoted to obtain strong relaxations for them. We
argue that in certain cases the branching possibilities (i.e. binary vari-
ables) of the usual formulations are unsuitable to obtain strong bounds
early in the search process as they do not capture the overall shape of
the entire disjunctive set. As a remedy, this paper proposes to exploit
the shape of the disjunctive set via a hierarchy of approximate convex
decompositions (ACDs). We introduce a method to compute such a
hierarchy that yields tighter relaxations on each level. The main ingre-
dient is a sweep-plane algorithm to analyze the geometric structure of
the non-convex body and to find cuts which separate the disjunction
into two parts that are closer to their respective convex hulls. We show
how to use an ACD hierarchy to extend the optimization model to ob-
tain improved branching behavior for both polyhedral and nonlinear
disjunctive sets arising in gas network optimization.

Solving IP by Evaluating Path Integrals
UlIf Friedrich

An analytic approach for the solution of integer programming prob-
lems with nonnegative input is presented. The method combines
discrete optimization with generating function techniques and results
from complex analysis in several variables. The input data of the op-
timization problem are used as parameters of an analytic function in
the unit disc. Based on this representation, the optimization problem
is linked to the evaluation of a complex path integral by a multi-path
version of Cauchy’s integral formula. This perspective allows the for-
mulation of an algorithm that relies on numerical quadrature.

The theoretical description is supplemented with a discussion of chal-
lenges in practical implementations. Preprocessing with so-called path
adaption algorithms can help to improve the condition number of the
quadrature problem whose efficient solution is essential for the algo-
rithm. An especially promising variant of the path adaption idea solves
a shortest path problem on a predefined grid graph inside the unit disc.
This leads to a refined version of the algorithm with better numerical
stability and overall performance.
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Do ant algorithms really work?
Nicolas Zufferey

Ant algorithms are popular metaheuristics that have been widely used
since the 90’s. Let f be an objective function to minimize. Generally,
an ant is a constructive solution method able to build a solution s from
scratch. At each step of the construction, each ant adds an element m
to the current solution s based on a probability function PROB relying
on two ingredient: the visibility V(m) and the trail T(m) of the element
m. On the one hand, the visibility depends only on the involved ant
(self-adaptation phase): the larger V(m) is, the smaller the increase of
f is usually. On the other hand, the trail is an information based on
the history of the search (cooperation phase): a large value of T(m)
usually indicates that m is often part of good solutions that have been
built previously by other ants. In other words, the probability function
PROB is a tradeoff between the self-adaptation ability of the involved
ant and the cooperation mechanism of the ant population.

Other types of ant algorithms have recently emerged. Therefore, the
common framework of the constructive ant algorithms does not limit
the discussion. The present work has two goals. First, it shows that
the main feature of the ant algorithm (i.e., PROB) is not efficient, in
terms of both quality (i.e., the obtained solutions have poor values with
respect to f) and speed (i.e., a cumbersome computational effort is of-
ten required to make a very simple decision). It leads to the follow-
ing question: is it a good idea to use simultaneously two ingredients
(namely visibility and trail) that are likely to be conflicting? Second,
it highlights that a different formulation and use of PROB, combined
with a redesigning of the ant paradigm, can lead to much better results.
Problems of the following fields have been investigated to validate the
proposed analysis: graph coloring, truck loading, location-distribution,
and job scheduling.

Building on that, the following questions are addressed for enlarging
the ant paradigm. (1) Should an ant be different from a constructive
heuristic, but without losing its two inherent elements (i.e., visibility
and trail)? For instance, an ant might be a basic decision helper or a
full metaheuristic. (2) Can we use the visibility and the trail at two
different times of the decision process (i.e., do not confront these ele-
ments simultaneously)? (3) What should be the role of the trail among
intensification (which is the usual role of the trail system) and diversi-
fication? (4) Can we accelerate the decision process, for instance, by
reworking the nature of PROB (and not simply its frequency of use,
as often observed in the literature)? (5) Should we use the visibility
and trail features within another optimization framework (e.g., a well-
established local search or another population-based method), instead
of simply boosting the solutions provided by the ants with independent
local search procedures (as often observed in the literature).

A PSO and Parameter Tuning in the context of the
VRPS
Stephan Hocke, Mathias Kasper

Since coordination and cooperation between teams are common pre-
conditions to accomplish a task, synchronization problems arise in
various contexts in which synchronization refers to the simultaneous
execution of tasks required cooperation. Although it is a much noticed
and well described problem, there is still a lack of heuristic solution
methods in the literature. Furthermore, due to the usually high prob-
lem specifications, a meaningful comparison of the solution procedures
presented is difficult. Therefore, we continue the approach of Hocke
et al. (2017), whose modeling as Vehicle Routing Problem with Time
Windows and Temporal Synchronization Constraints (VRPS) can map
a variety of specifications. We expand the computational study with
a Particle Swarm Optimization (PSO), which is described in this pa-
per. This includes a parameter tuning for stochastically metaheuristic
proposed and the statistical evaluation of several thousand benchmark
computations resulting from the different parameter settings.

Hocke, Stephan; Gajewski, Christina and Kasper Mathias (2017): A
Genetic Algorithm for the Vehicle Routing Problem with Temporal
Synchronization Constraints. In: Diskussionsbeitrige aus dem Institut
fur Wirtschaft und Verkehr, (2/2017), 2017.

Particle Swarm Optimization for Parameter Estima-
tion of the Generalized Gamma Distribution
Nimet Yapici Pehlivan, Aynur Sahin

The generalized gamma distribution proposed by Stacy in 1962 is ex-
tremely flexible and used in many fields such as health costs, civil en-
gineering, economics and so on (Gomes et al. 2008). The probability
density function (pdf) of a random variable X, which has a general-
ized gamma distribution is defined by shape parameters c, and scale
parameter 3 (Carneiro et al. 2016; Stacy and Mihram, 1965; Chen,
2017).

The generalized gamma distribution contains many well-known dis-
tributions as special cases, such as the Exponential distribution, the
Gamma distribution, the Rayleigh distribution, the Weibull distribu-
tion and The Levy distribution. The maximum likelihood method and
the moments method have been used for parameter estimation of the
generalized gamma distribution by various authors (Gomes et al. 2008;
Stacy and Mihram, 1965).

The maximum likelihood (ML) method is a widely used method in
order to estimate the parameters of a distribution. Because formation
of the likelihood function to maximize for the parameter estimation of
some distribution is a fairly difficult problem, heuristic optimization
algorithms have been proposed to achieve better solutions.

Particle swarm optimization (PSO) developed by Eberhart and
Kennedy in 1995, is a population based heuristic optimization tech-
nique, which was inspired by social behaviour of bird flocking and fish
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schooling. Recently, various heuristic methods such as genetic algo-
rithm (GA), simulated annealing (SA) and differential evolution algo-
rithm (DE) were introduced for parameter estimation of some statisti-
cal distributions e.g. Weibull, Gompertz, Mixture, Log-normal. PSO
algorithm is suitable for maximizing the likelihood function, because
of its simplicity and easiness of implementation (Carneiro et al. 2016;
Orkcii et al. 2015).

In this study, we carried out a simulation study to evaluate the perfor-
mance of the maximum likelihood estimation (MLE) via PSO algo-
rithm for different parameter settings and sample sizes of the gener-
alized gamma distribution. The simulation results show that the PSO
algorithm ensures proper estimations providing a rapid convergence to
the maximum value of the likelihood function in less iterations.
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An Adaptive Large Neighborhood Search for Routing
and Scheduling Carsharing Service Requests
Magdalena Lippenberger

One possibility of coordinating service requests that arise for vehicles
of a carsharing fleet is to optimize routes of shuttles that drop-off and
pick up service agents. This scenario is modeled as a variant of Vehi-
cle Routing Problem (VRP), including aspects of the VRP with Time
Windows, the Team Orienteering Problem and the Pick-Up and De-
livery Problem. A metaheuristic, an Adaptive Large Neighborhood
Search is adapted, tested by applying real-world data and evaluated re-
garding performance and run time. The results show that, despite high
run times to improve the initial solution several times, a feasible so-
lution is obtained quickly. Some very practicable routes are obtained
when including the minimization of the latest arrival time in the hi-
erarchical objective function. Then, all shuttles are occupied evenly
and results reach a high number of served requests. The algorithm can
support fleet managers to handle a complex problem within their daily
business.

Integration of Drones in Last-Mile Delivery: The Ve-
hicle Routing Problem with Drones
Daniel Schermer

Recently, there has been a surge of interest, from both practitioners
and academic researchers, that concerns the utilization of drones in
civil applications. In this context, the Vehicle Routing Problem (VRP)
has also been affected by this interest, as many variants have been pro-
posed where the inclusion of drones in last-mile delivery might lead to
increased savings in terms of cost, emissions, energy, or time. In this
work, we are interested in studying a variant that is called the Vehicle
Routing Problem with Drones (VRPD). In the case of the VRPD, a
fleet of vehicles, each of them equipped with a set of drones, is tasked
with serving a set of customers. The drones may be launched from and
recovered by the vehicle and might reach the customers faster than the
vehicle. However, drones possess a limited flight endurance and car-
rying capacity. Hence, a high degree of synchronization is required in
determining a feasible routing with minimal mission time. The VRPD
can be formulated as a Mixed Integer Linear Program (MILP) and,
consequently, be solved by any standard MILP solver. The formulation
can be enhanced through the introduction of some valid inequalities
(VIEQ). However, only small-sized instances can be solved through a
MILP solver within a reasonable amount of time. Thus, for solving
large-scale VRPD instances, we propose an algorithm based on Vari-
able Neighborhood Search (VNS). In order to verify the efficiency of
our proposed VIEQ and VNS algorithm, we carried out extensive com-
putational experiments. Through our numerical results, we provide an
insight that drones can be beneficial with regards to significantly re-
duced mission times.

The Clique-Problem under Multiple-Choice Con-
straints with Cycle-Free Dependency Graphs
Patrick Gemander

The ’clique problem under multiple-choice constraints’ (CPMC) is
a special case of the general clique problem which incorporates a
commonly found structure of real-world applications like e.g. sub-
way, railway or runway scheduling. Although CPMC is NP-complete,
polynomial-time solvable subclasses have been identified.

We investigate a subclass where the multiple-choice sets have a forest-
like dependency structure (FCPMC). A full convex hull description
based on stable set inequalities will be presented and it will be shown
that FCPMC is in P . Surprisingly, the convex hull description can have
exponentially many facets. To apply the convex hull description to
real-world problems, we developed criteria on how to more efficiently
find the required stable sets as well as a polynomial-time separation
algorithm.

The theoretical results were then successfully applied to energy effi-
cient subway and railway timetabling. Using the convex hull descrip-
tion, the Niirnberg subway traf- fic during morning rush-hour has been
optimized. The comparison of the optimized schedule to the currently
used schedule showed that the total energy consumption can be re-
duced by up to 18%. The convex hull description of FCPMC has also
been tested on a general CPMC instance where it had a remarkable
positive impact on solving times.
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1 - A Heuristic for the Agile Earth Observation Satellite
Scheduling with Time-Dependent Profits
Guansheng Peng, Pieter Vansteenwegen

As a new orbital imaging platform, Agile Earth Observation Satel-
lites (AEOS) have been widely used in many significant fields, such
as sensing of natural resources and military reconnaissance. Due to
the mobility of its imaging instrument, the AEOS can observe targets
before or after their upright passes. This agility not only enhances
its observing ability, but also present a challenge for its scheduling.
The goal of the scheduling is to select a subset of observation tasks
with time windows among a set of candidates in order to gain a max-
imum profit. The difficulty of the scheduling can be summarized as
three characteristics: the "time-dependent transition time", the "time-
dependent profit" and the "multiple time windows". Firstly, for each
pair of two consecutive observations, a transition time is required to
maneuver the look angle of the imaging instrument. This transition
time depends on their observation start times. Secondly, the quality of
an image, i.e. the profit of an observation, also depends on the observa-
tion start time. Lastly, each target has multiple time windows, but only
one of them can be chosen for observation. According to these charac-
teristics, the scheduling problem can be modeled as Time-Dependent
Orienteering Problem with Time-Dependent Profit and Multiple Time
Windows (TDOP-TDR-MTW). A difference is that the profit in the
typical OP with time-dependent profits decreases over time during a
whole day, while in our case, the maximal profit is typically collected
at the middle of a time window. Up to now, the AEOS scheduling
problem with time-dependent profits, or the TDOP-TDR-MTW, was
not studied yet. However, a number of researchers have worked on
closely related scheduling problems, leading to relevant insights and
related benchmark instances.

We present a Mixed Integer Quadratic Programming (MIQP) model
and develop an Iterated Local Search (ILS) algorithm integrated with a
Dynamic Programming (DP) approach. Based on local evaluation met-
rics, a time-dependent insert procedure is specifically designed with a
fast feasibility check of an insert move. The DP approach is presented
to determine the best observation start time of each task in a solution
and to evaluate the total profit for each move during the search. Un-
fortunately, no benchmark instances are available for the problem with
time dependent profits. Therefore, the performance of the algorithm is
first evaluated on benchmark instances without time dependent profits.
On these instances, our algorithm performs on average 65.5% better
than the state of the art algorithm.
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2 - A Time-Flow Approach for Scheduling and Routing
of Fly-in Safari Airplanes
Fabian Gnegel, Armin Fiigenschuh

A touristic company that offers fly-in safaris is faced with the challenge
to route and schedule its fleet of aircrafts in an optimal way. Over the
course of one or two days several groups of tourists have to be picked
up at an airport and flown to their destination within a certain time win-
dow. Furthermore the number of available seats, the consumption of
fuel, the maximal takeoff weight, and restrictions on the detour of the
individual groups have to be taken into account. The task of optimally
scheduling the planes and tourist groups belongs to the class of vehicle
routing problems with pickup and delivery and time-windows (VRP-
PD-TW). A flow-over-flow formulation on the time expanded graph of
the airports was used in the literature in order to model this problem
as a mixed integer linear program. Most of the benchmark problems
however could not be solved within a time limit of three hours. This
was overcome by formulating the problem for a simplified (time-free)
graph and the use of an incumbent callback for checking feasibility
in the original graph. Taking this time-free formulation as a starting
point, we further refine this approach by re-introducing time as flow
variables on the time-free graph. Although solutions of this model still
do not guarantee the existence of a feasible expansion this formulation
allows for an effective construction of graphs which can be interpreted
as intermediate graphs between the time-free and the (totally) time-
expanded graph. Constructing these graphs based on known infeasible
solutions guarantees that only the paths that are candidates for the opti-
mal solution are expanded. On the benchmark set this not only lead to a
decrease of the average computation time and the remaining optimality
gaps, also previously unsolved instances were solved to optimality.

3 - Designing a water supply network for slums in Rio de
Janeiro using mixed integer programming
Marvin Meck, Lea Rausch, John Friesen, Michael Wurm,
Hannes Taubenbock, Lena Charlotte Altherr, Peter Pelz

UN Sustainability Development Goal No.6 aims at ensuring access to
water and sanitation for all people by 2030.

‘We address this goal in a multidisciplinary approach by applying math-
ematical optimization methods to design optimal water supply systems
for slums within a mega city. Hereby, remote sensing-based slum map-
ping is used to derive the required spatial information on slum locations
and sizes as input data for the decision problem. This problem is mod-
eled as a mixed integer problem (MIP) and chooses between different
central and decentral approaches which combine supply by motorized
vehicles as well as installed pipe systems. The objective is to minimize
the overall costs which include investment as well as operating costs.
Furthermore, the MIP captures constraints such as flow conditions and
water need requirements.

The solution of this MIP, the design of a low-cost water supply net-
work, is presented and analyzed for a slum cluster in Rio de Janeiro
with 525 identified slums patches, in Brazil also known as "favelas".
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1 - Avoiding combinatorial clashes for the Champions
Hockey League Group Stage Draw
Stephan Westphal, Martin Dahmen

For the season 2016/2017, the Champions Hockey League (CHL) was
performing a Group Stage Draw in which 48 teams had to be drawn out
into 16 groups of three teams each. The allocation of the teams to the
groups had to be done in a way such that teams coming from the same
league were not drawn out into the same group. Furthermore, clubs
from leagues where the national teams were participating in the final
olympic qualification tournament could also not be drawn out into the
same group. Whenever during the draw the assignment of a team to a
group is not possible because it raises a league conflict or an olympic
qualification conflict in this particular group, we will call this a "direct
conflict". These are easy to see and can thus be prevented easily. But
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there are also "combinatorial conflicts” which are hard to detect. These
are conflicts which arise when a team is allocated to a group in which
it does not provoke any direct conflict but the set of remaining teams
in the pots cannot be assigned without direct conflicts anymore. Since
the Draw was broadcasted live, the CHL needed to know immediately
if an assignment would have led to a direct or a combinatorial conflict
and to which group the teams had to be allocated directly after they
have been drawn out of the pots. In this talk we discuss the algorithm
based on an integer programming model, which was used by the CHL
for the 2016/17 Group Stage Draw.

2 - Risk averse bilevel programming under uncertainty:
Stability and extensive formulations
Matthias Claus, Johanna Burtscheidt, Stephan Dempe

Two-stage stochastic programs and bilevel problems under stochastic
uncertainty bear significant conceptual similarities. However, the step
from the first to the latter mirrors the step from optimal values to opti-
mal solutions and entails a loss of desirable analytical properties. The
talk focuses on mean risk formulations of stochastic bilevel programs
where the lower level problem is quadratic. Based on a growth condi-
tion, weak continuity of the objective function with respect to pertur-
bations of the underlying measure is derived. Implications regarding
stability for a comprehensive class of risk averse models are pointed
out. Furthermore, extensive formulations for various notions of risk
aversion under finite discrete uncertainty shall be discussed.

3 - Utilizing strengthened lift-and-project cuts in decom-
position methods to solve two-stage stochastic pro-
gramming problems with binary first-stage variables
Pavlo Glushko, Achim Koberstein, Csaba Fabian

Lift-and-project cuts are well-known general 0-1 programming cuts
which are typically deployed in branch-and-bound-type methods to
solve MILP problems. In this talk, we discuss ways to use these
cuts in Benders’ type decomposition algorithms for solving two-stage
stochastic programming problems with binary first-stage variables. In
particular, we show how L&P cuts derived for the mixed-binary first-
stage master problem can be strengthened by utilizing second-stage in-
formation. We present an adapted L-shaped algorithm and some com-
putational results.

B TB-09

Thursday, 10:45-12:00 - !!! 10:15-12:15 !!! 1lm. London-Madrid
GOR Working Groups meeting

Stream: Meetings
Invited session
Chair: Anita Schobel

H TB-10

Thursday, 10:45-12:00 - 1c. Amsterdam

Robust matchings and Steiner network
problems

Stream: Discrete and Integer Optimization
Invited session
Chair: Daniel Schmidt

1 - How to Secure Matchings Against Edge Failures
Moritz Miihlenthaler, Viktor Bindewald, Felix Hommelsheim,
Oliver Schaudt

The matching preclusion number of a graph is the minimal number
of edges whose removal destroys all perfect matchings. We provide
algorithms and hardness results for the task of increasing the match-
ing preclusion number from one to two in bipartite graphs at min-
imal cost. Our motivation is to make matchings of a graph robust
against the failure of a single edge. Our methods rely on a close re-
lationship to the classical strong connectivity augmentation problem.
For the unit weight problem we provide a deterministic log n-factor
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approximation algorithm, as well as polynomial-time algorithms for
graphs of bounded treewidth and chordal-bipartite graphs. For general
weights we prove a dichotomy theorem characterizing minor-closed
graph classes which allow for a polynomial-time algorithm.

2- A new ILP for the Steiner Tree Problem with Rev-
enues, Budget and Hop Constraints
Adalat Jabrayilov, Petra Mutzel

The Steiner tree problem with revenues, budgets and hop constraints
(STPRBH) is a variant of the classical Steiner tree problem. This prob-
lem asks for a subtree with maximum revenues corresponding to its
nodes, where its total edge costs respect the given budget, and the num-
ber of edges between each node and its root does not exceed the hop
limit. We introduce a new binary linear program with polynomial size
based on partial-ordering, which (up to our knowledge) for the first
time solves all STPRBH instances from the DIMACS benchmark set.
The set contains graphs with up to 500 nodes and 12,500 edges.

3 - A new MIP formulation for the Steiner forest problem
Daniel Schmidt, Bernd Zey, Francois Margot

The Steiner forest problem asks for a minimum weight forest that spans
a given number of terminal sets. The problem has famous linear pro-
gramming based 2-approximations whose bottleneck is the fact that
the most natural formulation of the problem as an integer linear pro-
gram (ILP) has an integrality gap of 2. We propose new cut-based ILP
formulations the problem along with exact branch-and-bound based al-
gorithms. While our new formulations cannot improve the integrality
gap, we can prove that one of them yields stronger linear programming
bounds than the two previous strongest formulations: The directed cut
formulation and the advanced flow-based formulation by Magnanti and
Raghavan. In an experimental evaluation, we show that the linear pro-
gramming bounds of the new formulations are indeed strong on prac-
tical instances and that the new formulation is better suited for branch-
and-bound than previous formulations.
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1 - Characterizing minimally rigid body-bar graphs with-
out proper rigid subgraphs
Yuya Higashikawa, Man Kwun Chiu, Naoki Katoh, Adnan
Sljoka, Junichi Teruyama

A d-dimensional body-bar framework is a collection of d-dimensional
rigid bodies connected by rigid bars. The framework is called rigid
if every motion provides a framework isometric to the original one.
A body-bar framework is expressed as a pair (G, p), consisting of a
multigraph G = (V, E) and a mapping p from E to the d-dimensional
real coordinate space (d-space, for short). Namely, a vertex v in V cor-
responds to a body and an edge uv in E corresponds to a bar which joins
the two bodies corresponding to u and v. Then, G is said to be realized
as a body-bar framework (G, p) in d-space, and is called a body-bar
graph. It is known that the infinitesimal rigidity of a generic body-bar
framework is determined only by its underlying graph G. So, a graph
G is called rigid if G can be realized as a infinitesimally rigid body-
bar framework in d-space, otherwise G is called flexible. G is called
minimally rigid if G is rigid and removing any edge e in E makes G
flexible.

In the literature, Tay [Structural Topology, 1991] provided a charac-
terization of d-dimensional minimally rigid body-bar graphs by Hen-
neberg’s method. In more detail, Tay proved that a body-bar graph G is
minimally rigid in d-space if and only if G is generated from a single
vertex by a sequence of k-pinching operations with 0 =<k =< D (=
d+1 choose 2), where a k-pinching operation is an operation removing
k edges and adding a new vertex u which is joined by 2k edges to the
endpoints of removed edges, and by another D-k edges to any vertices
other than u itself.

In this paper, we consider characterizing minimally rigid body-bar
graphs without proper rigid subgraphs in d-space. Such a character-
ization has application to generating a special class of body-bar As-
sur graphs introduced by Shai et al. [Discrete Applied Mathematics,

2013]. We prove that a body-bar graph G is minimally rigid and has
no proper rigid subgraph in d-space if and only if G is generated from
a graph with two vertices and D edges by a sequence of k-pinching
operations with 1 =< k =< D-1, when d = 2. Note that a set of our
operations is included in one by Tay. We also conjecture that our result
can be extended to the case with d > 2.

The Knapsack Problem with Conflict Graphs and
Forcing Graphs of bounded Clique-width
Frank Gurski, Carolin Rehs

The 0-1-knapsack problem is a well-known NP-hard problem in com-
binatorial optimization. We consider the extensions to the knapsack
problem with conflict graph (KCG) and the knapsack problem with
forcing graph (KFG). KCG has first been introduced by Yamada et
al. and represents incompatibilities between items of the knapsack in-
stance. KFG has been introduced by Pferschy and Schauer and repre-
sents the necessity of items for other items. Within this paper we pro-
vide pseudo-polynomial solutions for KCG and KFG with co-graphs
as conflict or forcing graphs and extend these solutions to conflict
graphs and forcing graphs of bounded clique-width. Our solutions are
based on dynamic programming using the tree-structure representing
the conflict graph and the forcing graph. Further we conclude fully
polynomial time approximation schemes (FPTAS) for KCG on con-
flict graphs and KFG on forcing graphs of bounded clique-width. This
generalizes the known results for conflict graphs and forcing graphs of
bounded tree-width of Pferschy and Schauer.

Matching problems with minimum quantity con-
straints
Alexander Sieber, Sven Krumke

Given an undirected graph with edge weights given by ¢ and require-
ments on the nodes given by an integral valued function b, the well
known maximum weight b-matching problem asks for a minimum
(multi-) set of edges M such that vertex v has at most b(v) edges in
M incident to it and the total weight c(M) of the matching is maxi-
mized. This problem can be solved in polynomial time by classical
algorithms from combinatorial optimization. We study the problem
with additional minimum quantity constraints: every vertex must ei-
ther be unmatched or have at least q edges from M incident with it.
This is similar to lower bound constraints but they enforce a minimum
number of edges only in the case that a vertex is matched. A practical
application of this setting arises in intermediary trade. Assume a set of
suppliers and buyers of a certain commodity and a broker in between
who wants to maximize his brokerage, which depends linearly on the
number of units sold. Each supplier has a limited supply and each
buyer has a limited demand. In addition, some of the suppliers will
only sell if a certain minimum number of units is sold. Analogously,
some of the buyers will only buy if they receive at least a certain num-
ber of units. The above scenario can be modelled as an instance of the
Maximum Weight b-Matching Problem with Minimum Quantity Con-
straints (MWBMMAQ) on a bipartite graph. We show that MWBMMOQ
is strongly NP-hard even on bipartite graphs and that, unless P = NP,
there is no PTAS for the problem. We also show NP-hardness of ap-
proximating MWBMMAQ on perfect binary trees and on series-parallel
graphs. On the other hand, we provide a dynamic program that solves
the problem in polynomial time on paths and on cycles. Furthermore,
we provide a pseudo-polynomial time algorithm for graphs of bounded
treewidth. An interesting concept for tackling problems with minimum
quantity constraints consists of approximating the solution value while
relaxing the constraints within certain thresholds. We show that given
a fixed precision parameter which can be arbitrarily close to one, there
is a polynomial time bicriteria approximation algorithm that computes
an approximate solution to MWBMMQ on series-parallel graphs. The
precision parameter is an upper bound on both the approximation fac-
tor as well as on the factor by which minimum quantity and capacity
constraints might be violated.
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Revenue Gaps for Discriminatory and Anonymous
Pricing
Felix Fischer, Paul Duetting, Max Klimm

‘We consider the problem of selling k identical items to n unit-demand
bidders who arrive sequentially with values drawn independently from
identical distributions, and ask how much more revenue can be ob-
tained by posting discriminatory prices to individual bidders rather
than the same anonymous price to all of them. We show that the ratio
between the maximum revenue from discriminatory pricing and that
from anonymous pricing is at most 2 - k/n, and this bound is tight for
all values of n and k. For the special case of regular distributions we
show that this ratio is substantially smaller. We give a closed form ex-
pression for the ratio between the maximum revenue from discrimina-
tory pricing and that from anonymous pricing for regular distributions
that is tight and of order (1-1 / k(1/2) )(-1). Interestingly, our analysis
reveals an interesting dichotomy. As the number of items grows large
the benefit of discriminatory prices vanishes for regularly distributed
valuations but remains significant for non-regular value distributions.

Negative Prices in Stackelberg Network Pricing
Games
Marc Schroder

A Stackelberg network pricing game is a two-stage game, in which,
in the first stage, a leader sets prices/tolls for a subset of edges so as
to maximize profit (all other edges have a fixed cost), and, in the sec-
ond stage, one or multiple followers choose a shortest path from their
source to sink. Labbé et al. (1998) showed that finding optimal prices
with lower bounds is NP-hard and gave an example in which profit is
maximized by using negative prices. We explore this last phenomena
and try to answer the following two questions. First, for which network
topologies can the leader increase profit by using negative prices? Sec-
ond, how much more profit can the leader realize by setting negative
prices?

Revenue maximization in leader-follower games
Oliver Schaudt

In a Stackelberg pricing game a distinguished player, the leader,
chooses prices for a set of items, and the other player, the follower,
seeks to buy a minimal cost feasible subset of the items.

The goal of the leader is to maximize her revenue, which is determined
by the sold items and their prices. Typically, the follower is given by a
combinatorial covering problem, e.g., his feasible subsets are the edge
sets spanning a network or the edges of an s-t-path in a network.

We initiate the study of Stackelberg pricing games where the follower
solves a maximization problem. In this model, the leader offers a pay-
ment to include her items in the follower’s solution. This can be used
to model make-or-buy decisions for the follower.

Not surprisingly, the follower’s maximization problem dictates the
computational complexity of the leader’s problem of computing opti-
mal prices. We show that the leader’s problem ranges from polynomial
time solvable cases to cases complete for higher levels of the polyno-
mial hierarchy.
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Towards fleet emission targets in the automotive in-
dustry: A hybrid simulation and optimization ap-
proach

Markus Kreuz, Maximilian Schiffer, Grit Walther

To mitigate climate change, the European Union entailed mandatory
thresholds on average annual fleet CO<sub>2</sub> emissions for car
manufacturers. These average fleet emissions are determined annually
based on the CO<sub>2</sub> emissions of a manufacturer’s new ve-
hicle sales. As the target is based on market sales, car manufacturers

face a strategic planning problem that is partly out of their control.
While manufacturers decide on internal factors such as offered vehicle
portfolio and implemented emission reduction technologies, they are
not able to (directly) control external market or policy related factors
like customers’ buying behaviour, competitors’ strategic portfolio de-
cisions, or municipality and governmental decisions, e.g., on buying
premiums, driving bans or installation of electric vehicle charging in-
frastructure. Besides, the CO<sub>2</sub> emission threshold is only
specified until the year 2025, while the threshold beyond 2025 is cur-
rently still subject to discussion. Consequently, manufacturers face a
strategic planning problem with inherent interdependencies between
internal decisions and (uncertain) market and policy induced external
developments in a complex-dynamic environment.

Against this background, we present a hybrid of a simulation envi-
ronment and an optimization approach to capture both, external devel-
opments in the automotive market as well as the influence of optimal
internal decisions of the manufacturer. Doing so, we provide deci-
sion support for car manufacturers to analyze and identify strategic
decisions as well as resulting effects. This approach bases on the in-
tegration of an optimization model into a dynamic simulation model.
Herein, the optimization model determines the optimal implementa-
tion of technology measures within the manufacturer’s car portfolio,
while the simulation model accounts for external developments in cus-
tomer behaviour, competition, infrastructure and legal requirements.
Herein, we create a feedback loop providing decision-relevant results
of the market simulation model (e.g. vehicle sales information, infor-
mation on the compliance with the CO<sub>2</sub> threshold) to the
optimization model. Vice versa, optimized decisions on the manufac-
turer’s technology portfolio affect the results of the simulation model
in succeeding periods.

To verify and validate this modelling approach, we present an exem-
plary application case based on results from an industry cooperation
with a large car manufacturer. Herein, we validated the model using
official registration data from 2015 to 2017, and present first results as
well as managerial insights.

Heuristic-based Iterative Optimization for Evaluat-
ing Regional Decentralized Bio-based Value Chains
through GIS and OR Model Combination

Andreas Rudi, Charlie Liebscher, Magnus Frohling, Frank
Schultmann

Biomass feedstock is expected to bridge the gap between diminishing
fossil resources and increasing global energy and material needs by
providing load-flexible bioenergy and sustainable bioproducts. A suc-
cessful implementation of bio-based value chains requires a detailed
evaluation of valorization routes taking into account regional condi-
tions and the multiplicity of biomass feedstocks, conversion technolo-
gies, and capacities, as well as output products. Mathematical opti-
mization models in connection with GIS-based models can help iden-
tify ideal regional biomass valorization routes. We present a combi-
nation between a GIS model and an MILP formulation for optimizing
regional decentralized bio-based value chains. This model combina-
tion has two central objectives, which are implemented iteratively with
increasing level of geographical detail. First, the GIS model locates re-
gional biomass volumes, identifies potential conversion sites, and de-
termines actual transport distances on predefined geographical cluster
layers from transparent open source data. Second, starting from the
highest geographical cluster, the mathematical model plans locations
of biomass conversion sites based on input data provided by the GIS
model. Every cluster layer is optimized iteratively in terms of the most
profitable biomass conversion site locations, integrating technological
economies of scale, biomass feedstock and transport costs, as well as
sales revenues. The optimal solution is returned to the GIS model,
which updates the input data for the optimization on the next cluster
layer. It is aim of this talk to present a model combination approach to
evaluating decentralized bio-based value chains on the regional level
through heuristic-based iterative optimization. The resulting insights
support strategic decision making by determining conversion site lo-
cations and in tactical planning by allocating feedstock to conversion
sites.

Planning energy conversion units for manufacturing
companies

Chantal Ganschinietz, Christian Gahm, Axel Tuma

Beside electric current, many industrial production processes require
additional applied energy sources (AESs) like steam or pressure.
Therefore, many manufacturing companies install and operate their
own energy conversion units (CUs) to transform final energy sources
(FES) into AES (e.g., a boiler transforms water into steam by firing
natural gas). Most important parameters determining a CU’s over-
all degree of efficiency is its dimension (maximum load level) and its
nominal load level at which a CU operates with maximum efficiency.
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The importance of both parameters is not least because of their inter-
actions highly influencing part load efficiencies. Therefore, we present
a new planning approach based on a multi-step truncated enumeration
heuristic to minimize the total amount of required FES by simultane-
ously considering the dimension and the nominal load level of one or
more CUs. Hereby, it is important to consider the non-linear growing
reduction of part load efficiencies with increasing distance between
part load and the nominal load. Generally, we follow the broadly ac-
cepted planning approach based on load duration curves (LDCs) used
to anticipate future AES demands. Because the LDCs of manufac-
turing companies are inter alia the result of machine scheduling, we
are not only considering LDCs resulting from scheduling with tradi-
tional economic objectives like makespan or total flow time but ad-
ditionally an objective directly addressing the temporal course of the
AES demand (and thus, the course of the LDC). In the experimental
analysis, we differentiate manufacturing companies by the number of
machines, job size (i.e., mean processing times), and processing time
variability and by the AES demand characteristics demand course and
demand variability. Furthermore, we investigate the influence of the
different scheduling objectives and different technical CU parameter
settings (e.g., basic load efficiencies and range of operation). Without
limiting the general applicability of our planning approach, we pro-
pose the combination of two types of CUs: one large scale CU (LCU)
with a high efficient nominal load but a small range of operation and
a flexible CU (FCU) with a large range of operation but less efficient.
The results show, that a more efficient LCU with a smaller range of
operation is superior to a LCU having a larger range of operation but
a lower efficiency. A similar statement can be made for the FCU: a
higher nominal load efficiency at the expense of high efficiency losses
in part load regions is superior to a lower nominal load efficiency with
smaller efficiency losses in part load regions. Both observations are
independent of the scheduling objective and manufacturing company
characteristics. With regard to the three scheduling objectives, we can
report that the AES related objective achieves lowest FES demands on
average but that the makespan objective achieves competitive or even
better results for some company characteristics.
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A frontier-based facility location problem with a cen-
tralized control mechanism
Mohsen Afsharian

The p-median problem is among the most popular problem types in fa-
cility location with a broad range of application areas in logistics and
supply chain management. In the standard p-median problem, given
a set of demand nodes and a set of locations on a network, the ob-
jective is to locate p facilities so as to minimize the total distance be-
tween the demand nodes and their nearest facilities. This paper studies
a variant of the p-median problem, which incorporates frontier-based
benchmarking into the location analysis. In the proposed problem - in
addition to minimizing the spatial interaction among the facilities and
the demand nodes - we aim at maximizing the overall efficiency of the
entire network of the p chosen facilities. The problem of maximizing
the overall efficiency of the chosen facilities is presented by a bilin-
ear mixed-integer program. This paper further seeks to formulate its
equivalent mixed-integer linear program, which substantially simpli-
fies its implementation. Integrating the outcome of this step into the
location analysis - which also optimizes the spatial interaction in the
network - results in a multi-objective mixed-integer program. Features
and properties of the proposed approach are illustrated theoretically
and also with a comprehensive numerical example.

An algorithm for the exact solution of Bi-Objective
Mixed 0-1 Capacitated Facility Location Problem
Quentin Delmée, Xavier Gandibleux, Anthony Przybylski

Several exact solution methods to solve bi-objective mixed integer lin-
ear programming problems have been proposed recently. They mainly

belong to two classes of methods: branch and bound methods and
methods strongly based on MIP solver. A common point between all
those methods is their genericity, i.e. the structure of the problem,
when it is present, is not used.

In this work, we propose a method dedicated to the exact solution of
bi-objective capacitated facility location problem with mixed 0-1 vari-
ables problem. The choice to open a facility or not is modeled by a
binary variable. Next the opened facilities have a limited capacity and
must fulfill the total demand of all the customers. For this purpose,
the demand of a customer can be satisfied by several facilities. Hence,
the fulfillment of the demand of a customer by facilities is modeled by
continuous variables.

However, to our knowledge, the published papers on bi-objective fa-
cility location problems deal with binary variables only.

The method we propose belongs to the class of the Two Phase Method
[1]. First we compute a subset of extreme supported efficient solutions.
This is done using Beasley’s algorithm [2] to solve single objective ca-
pacitated facility location problem. Then as in [3], for each extreme
supported efficient solutions we have obtained, the binary variables are
fixed. The resulting sub-problems are known as bi-objective minimum
cost flow problem. We solve those sub-problems to obtain a strong ini-
tialization. Each rectangle in objective space defined by two obtained
consecutive supported extreme points, with respect to the first objec-
tive, are explored with a branch and bound algorithm. This algorithm
is an extension to the bi-objective case of Beasley’s algorithm.

The method has been implemented in C++ and tested on various in-
stances. The experiments show that the computational time of our
proposition is an order of magnitude faster than the full computation
of extreme supported solutions.

References:

[1] E.L. Ulungu and J. Teghem, The two phases method: An efficient
procedure to solve bi-objective combinatorial optimization problems.
Foundations of Computing and Decision Sciences, 20:149-165, 1995.

[2] J.E. Beasley, An algorithm for solving large capacitated ware-
house location problems. European Journal of Operational Research,
33(3):314-325, 1988.

[3] T. Vincent, F. Seipp, S. Ruzika, A. Przybylski and X. Gandibleux,
Multiple objective branch and bound for mixed O-1 linear program-
ming: Corrections and improvements for the biobjective case. Com-
puters & Operations Research, 40(1):498-509, 2013.

Shortest Paths with Ordinal Weights
Luca Schifer, Stefan Ruzika, José Rui Figueira, Nicolas
Frohlich, Tobias Dietz

In this presentation, we investigate the single-source-single-destination
"shortest" paths problem in graphs with ordinal weighted arc costs.
In contrast to the single-criterion shortest path problem with numer-
ical edge data we do not obtain a (single) "shortest" path by solving
this problem, instead we compute a set of ordinal non-dominated paths
which are incomparable. In many practical applications one may have
qualitative or ordinal information instead of numerical data available,
e.g., in the case of demonstration marches the police staff may be able
to assess different paths or paths segments as secure, insecure, or neu-
tral respectively. Thus, instead of assessing the value of a path as the
sum of the values of its corresponding arcs, we evaluate a path as a
vector containing the ordinal levels associated with this path. Hence,
we compare different paths by their corresponding vectors of ordinal
levels. In order to achieve this, we define a preorder on the set of paths
from source node s to destination node t and introduce the concepts of
ordinal efficiency and dominance for paths and their associated ordi-
nal levels, respectively. We show that the number of ordinal efficient
s-t-paths may be exponential in the number of nodes while the num-
ber of non-dominated ordinal paths vectors from the source node to
every other node in the graph is polynomially bounded. Further, we
propose a polynomial time labeling algorithm for solving the problem
of finding the set of ordinal non-dominated paths vectors from source
to sink. We prove the correctness of the algorithm and the worst case
running time complexity. This research was partially supported by the
Bundesministerium fiir Bildung und Forschung (BMBF) under Grant
No. 13N14561.

61



TB-15

OR2018 — Brussels

B TB-15

Thursday, 10:45-12:00 - 1o. Paris
Production Planning and Lot Sizing

Stream: Production and Operations Management
Invited session
Chair: Jér6me De Boeck

1-

62

Multi-product production planning under inventory
perishability
Mehdi Karimi-Nasab, Wolfgang Briiggemann

A production planning problem is studied under the assumption that
the lifespan of a product unit is a random variable. As each prod-
uct unit at a certain age can independently perish at the end of every
period, the total number of perished product units is also a random
variable that depends on the number of units placed into inventory in
the previous periods. In this sense, the support of the random variable
(i.e. the number of units that may perish at a certain age) depends on
the decisions taken beforehand (i.e. how much to produce and, as a
consequence, how much to store in inventory). In other words, this un-
certainty is intrinsic rather than externally given. The production man-
ager as usual wants to minimize the (expected) total cost due to setups,
production, inventory holding, shortages and perished inventory. The
trade-off between these different costs is complicated by the fact that
there are different probabilistic consequences for every decision about
the inventory volume and vice versa. In every period, the total avail-
able time for producing different product types is a given value. Hence,
this time is a common capacity restriction for the production decisions
and needs to be allocated accordingly. Some interesting characters of
the problem are explored by means illustrative examples, which can
be solved by hand to show the hardness of the problem analysis. For
example, it can be shown that inventory perishability is unavoidable in
the optimal solution of the problem. Another beautiful case is to see by
numerical example that the famous FIFO (i.e., First-In-First-Out) rule
is not necessarily optimal - even for single product case - for picking
inventories of different ages from the warehouse to satisfy customers’
demand.

Master Production Scheduling with consideration
of Social Aspects for networking with Human Re-
sources Requirements Planning

Marco Trost, Thorsten Claus, Frank Herrmann

A large number of current research focuses on the sustainable orienta-
tion of business processes. However, it is often neglected that, next to
the ecological and economic dimension, the social dimension is also an
important pillar of sustainability. Therefore, the intended contribution
focuses on the integration of social aspects into the Master Production
Scheduling and thus achieves a network between production planning
and human resources requirements planning. The study shows that
previous papers on production planning and control usually ignore the
social dimension. Exceptions are works that take advantage of learn-
ing and forgetting effects at the lot-sizing and scheduling. In addition,
there are various papers in the scheduling area which aim to reduce
employee workload by optimizing resource allocation. Thus, however,
only an optimal distribution of burden is achieved. Therefore, this pa-
per presents a long-term management of the burden. To this end, the
classic Master Production Scheduling, which has been statically lim-
ited in terms of capacity, whereby additional capacities have been used,
will be expanded. At the same time, human resources requirements
planning is based on assumptions regarding the expected capacity re-
quirements. The created linear optimization model, addresses these
weak points. A flexible available capacity is integrated on the basis
of existing sales orders. It is making possible, to build up and reduce
capacities, whereby technical restrictions (number of workplaces) and
labor market conditions (number of available employees, qualification
of employees and experience of employees) are also mapped. This rep-
resents a significant progress compared to previous models, whereby
the target function minimizes costs. Further progress has been made in
investigating the effects of exhaustion. The ratio of capacity require-
ments to available capacity was controlled externally as employee uti-
lization and processing times dependent on the employee’s utilization
were taken into account. Subsequently, different utilization situations
were examined under the assumption of different exhaustion and ran-
dom demand patterns with the aim of determining an optimal employee
utilization. A key finding of this study is that - contrary to common as-
sumptions - achieving cost benefits is not necessarily associated with
maximizing utilization, but rather with controlling employee utiliza-
tion. An additional effect results from the reduction of the employee

burden. However, the flexible capacity available does not limit the
performance of the production system. In addition, we are currently
working on the investigation of effects in a long-term planning horizon
and of consequences for the downstream planning levels of production
planning and control. Overall, the contribution presents an innovative
research project that aims to integrate social aspects into production
planning in order to make a contribution to truly sustainable models in
the future.

3 - Unit Commitment under Market Equilibrium Con-
straints
Jérome De Boeck, Luce Brotcorne, Bernard Fortz, Fabio
D’Andreagiovanni

The classical Unit Commitment problem (UC) can be essentially de-
scribed as the problem of establishing the energy output of a set of
generation units over a time horizon, in order to satisfy a demand for
energy, while minimizing the cost of generation and respecting tech-
nological restrictions of the units (e.g., minimum on/off times, ramp
up/down constraints). The UC is typically modelled as a (large scale)
mixed integer program and its deterministic version, namely the ver-
sion not considering the presence of uncertain data, has been object of
wide theoretical and applied studies over the years.

Traditional (deterministic) models for the UC assume that the net de-
mand for each period is perfectly known in advance, or in more recent
and more realistic approaches, that a set of possible demand scenarios
is known (leading to stochastic or robust optimization problems).

However, in practice, the demand is dictated by the amounts that can
be sold by the producer at given prices on the day-ahead market. One
difficulty therefore arises if the optimal production dictated by the op-
timal solution to the UC problem cannot be sold at the producer’s de-
sired price on the market, leading to a possible loss. Another strategy
could be to bid for additional quantities at a higher price to increase
profit, but that could lead to infeasibilities in the production plan.

Our aim is to model and solve the UC problem with a second level
of decisions ensuring that the produced quantities are cleared at mar-
ket equilibrium. In their simplest form, market equilibrium constraints
are equivalent to the first-order optimality conditions of a linear pro-
gram. The UC in contrast is usually a mixed-integer nonlinear program
(MINLP), that is linearized and solved with traditional Mixed Integer
(linear) Programming (MIP) solvers. Taking a similar approach, we
are faced to a bilevel optimization problem where the first level is a
MIP and the second level linear.

In this talk, as a first approach to the problem, we assume that demand
curves and offers of competitors in the market are known to the oper-
ator. This is a very strong and unrealistic hypothesis, but necessary to
develop a first model. Following the classical approach for these mod-
els, we present the transformation of the problem into a single-level
program by rewriting and linearizing the first-order optimality condi-
tions of the second level. Then we present some preliminary results
on the performance of MIP solvers on this model. Our future research
will focus on strengthening the model using its structure to include new
valid inequalities or to propose alternative extended formulations, and
then study a stochastic version of the problem where demand curves
are uncertain.
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1- Refinement and Warmstarting Strategies for a
Penalty-Interior-Point Algorithm
Renke Kuhlmann, Christof Biiskens

Interior-point methods are known to be very efficient for the class of
large-scale nonlinear programming. The extension to penalty-interior-
point methods increases their robustness due to the regularization of
the constraints caused by the penalty term and have enjoyed an in-
creased popularity recently. In this talk we focus on an exact penalty-
interior-point algorithm based on a modified barrier and a non-smooth
12-penalty function, which has been implemented in the nonlinear
programming solver WORHP. This penalty-interior-point algorithm
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avoids the ill-conditioning of the linear equation system near the op-
timal solution which is a valuable property for a post-optimality para-
metric sensitivity analysis. Besides showing how to extract the sensi-
tivity derivatives, we develop a sensitivity based warmstart procedure,
which is able to approximate the perturbed optimal solution even un-
der certain active-set changes just by iteratively applying cost efficient
matrix-vector multiplications. This warmstarting technique has been
added to WORHP and some numerical experiments will be reported.

2 - Solving packing, routing and scheduling problems
with LocalSolver
Gabriel Gouvine, Julien Darlay

LocalSolver is a mathematical programming solver based on heuristics
technics. Having modeled your optimization problem using common
mathematical operators, LocalSolver provides you with high-quality
solutions in short running times. Collection decisions have been in-
troduced to LocalSolver formalism to simplify the modeling of some
combinatorial problems. A Set in an unordered subset of integers from
0 to n-1 and can be used to model packing problems. A List is the
ordered version of the Set and is useful to formulate routing problems.
Constraints and objectives can be defined on collections by applying
functions expressed with LocalSolver operators. The main advantage
of these collections is keep the number of variables linear in the input
size instead of quadratic with the classical Boolean formulation. This
presentation will show how this new kind of variables allows building
very simple and effective models for several optimization problems,
including routing and scheduling problems. Benchmarks on classical
binpacking and vehicle routing problems will be presented.

3 - Online generation via offline selection of strong lin-
ear cuts from QP SDP relaxation
Ruth Misener, Radu Baltean-Lugojan, Pierre Bonami, Andrea
Tramontani

Convex and in particular semidefinite relaxations (SDP) for non-
convex continuous quadratic optimization can provide tighter bounds
than traditional linear relaxations. However, using SDP relaxations di-
rectly in Branch-&-Cut is impeded by lack of warm starting and inef-
ficiency when combined with other cut classes, i.e. the reformulation-
linearization technique. We present a general framework based on ma-
chine learning for a strong linear outer-approximation that can retain
most tightness of such SDP relaxations, in the form of few strong low
dimensional linear cuts selected offline. The cut selection complex-
ity is taken offline by using a neural network estimator (trained before
installing solver software) as a selection device for the strongest cuts.
Lastly, we present results of our method on several non-convex appli-
cation problems.
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1 - Optimization, Data Science, and Machine Learning in
Car Rental Revenue Management
Henrik Imhof

Revenue Management and Dynamic Pricing methodology was origi-
nally developed in the context of passenger aviation facing mounting
economic pressure after deregulation of the market. In the context of
car rental, other Operations Research techniques, related to production
and logistics, were added in. Partly, this is due to the greater opera-
tional flexibility in capacity management and fleet relocation. On the
other hand, customer requirements with regards to the inventory are
more specific: for a premium mobility brand, dozens of relevant car
groups have to be offered exactly where and when they are needed.
Premium service includes almost unlimited flexibility for the customer,
with the option to change plans on short notice, within a large network
of rental locations or even whole city areas in a free float mode. Under
these conditions, to maintain high levels of utilisation and a competi-
tively priced offer requires advanced forecasting and optimisation tech-
niques. Successful car rental Revenue Management is therefore key to
creating customer excitement and loyalty. In the talk we will give an
overview of the evolution of relevant methods. At least as important
as the choice of algorithms is the appropriate modelling of economic
principles at play, such as opportunity costs, which form the central
concept around which most RM systems are designed today. We will
also discuss the impact of new forms of mobility on the development of
Revenue Management, and the role of Machine Learning technology
and of some other concepts from Artificial Intelligence.
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1 - Logistics Network Design and Facility Location: The
value of a multi-period stochastic solution
Francisco Saldanha-da-Gama

In the past decades Logistics network design has been a very active
research field. This is an area where Facility Location and Logistics
are strongly intertwined, which is explained by the fact that many re-
searchers working in Logistics address very often location problems as
part of the strategic/tactical logistics decisions. Despite all the work
done, the economic globalization together with the emergence of new
technologies and communication paradigms are posing new challenges
when it comes to developing optimization models for supporting deci-
sion making in this area. Dealing with time and uncertainty has be-
come unavoidable in many situations.

In this presentation, different modeling aspects related with the in-
clusion of time and uncertainty in facility location problems are dis-
cussed. Emphasis is given to multi-period stochastic programming
models. The goal is to better understand problems that are at the core
of more comprehensive ones in Logistics Network Design. By consid-
ering time explicitly in the models it becomes possible to capture some
features of practical relevance that cannot be appropriately captured in
a static setting. Additionally, by considering a stochastic modeling
framework it is possible to build risk-aware models. Unfortunately,
the resulting models are often too large and thus hard to tackle even
when using specially tailored procedures. This raises a question: is
there a clear gain when considering a more involved model instead of
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a simplified one (e.g. deterministic or static)? In search for an answer
to this question, several measures are discussed that include the value
of a multi-period solution and the value of a (multi-stage) stochastic
solution. By considering adequate models it is possible to combine the
above measures and to quantify the relevance of considering risk in
Logistics Network Design.

Some references:

Dunke, F., Nickel, S., Heckmann, 1., Saldanha-da-Gama, F., "Time
Traps in Supply Chains: is Optimal Still Good Enough?", EJOR 264
(2018), 813-829.

Albareda-Sambola, M., Fernidndez, E., Saldanha-da-Gama, F.,
"Heuristic solutions to the Facility Location Problem with General
Bernoulli Demands", IJOC 29 (2017), 737-753.

Castro, J., Nasini, S., Saldanha-da-Gama, F., "A cutting-plane ap-
proach for large-scale capacitated multi-period facility location using a
specialized interior-point method", Mathematical Programming A 163
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Hinojosa, Y., Puerto, J., Saldanha-da-Gama, F., "A two-stage stochas-
tic transportation problem with fixed handling costs and a priori selec-
tion of the distribution channels", TOP 22 (2014), 1123-1147.
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1 - Collaboration in Vehicle Routing
Richard Hartl

Carrier collaboration is one of the big trends in transportation. Ex-
changing transportation requests between carriers can reduce ineffi-
ciencies and generate economic and ecologic benefits for the partners
as well as for the society. In horizontal logistics collaboration, sev-
eral companies exchange some of their transportation requests in or-
der to execute them more efficiently. The forming of these coalitions
is commonly realized by using auction-based exchange mechanisms.
In combinatorial auctions, requests are not traded individually but are
combined into packages, called bundles. The main reason for this is
that a bundle might have a different (typically higher) value to the part-
ners than the sum of the individual requests. We discuss the five typical
phases in combinatorial transportation auctions: First, the carriers se-
lect request that they want to auction-off (request selection), then the
auctioneer generates bundles of requests and offers them to the partici-
pants (bundling). These give their bids on offered bundles by calculat-
ing the marginal profit of each bundle (bidding). Finally, requests are
allocated to carriers according to their bids, so that the total profit for
the coalition is maximized (winner determination). Gained profits are
distributed among the carriers (profit sharing). All five phases result in
challenging optimization problems.
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1 - A community of teachers for an active pedagogy in

OR

Nadia Brauner, Hadrien Cambazard, Nicolas Catusse

Caseine is a learning platform (caseine.org). Its aim is to stimulate stu-
dents’ learning and autonomy while improving the quality of the time
the teacher gives them. Based on Moodle, it allows to - automatically
evaluate the student’s computer code and mathematical models(e.g.
linear programs), - monitor the students’ progress, - share contents be-
tween the teachers through a community of users.

We present some use cases of Caseine, specially in Linear Program-
ming and Graph Theory. For instance, we explain how the linear pro-
gramming models are evaluated automatically on the plateform and
how the activities are shared between the teachers of various universi-
ties.

Caseine offers a connexion for all users in Edugain who can connect
via their own university. With this connexion, you can test the Op-
erations Research open course. We will present how to join the OR
teacher community on Caseine and create your own courses while us-
ing and contributing to the shared activities.
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Elicitation of Preferences Regarding Electric Mobility
Charging Behavior
Stefanie Wolff, Reinhard Madlener

Electric mobility charging behavior is the focal point between the sus-
tainable energy and the sustainable mobility transitions in Germany.
The energy transition is characterized by a reduction of fossil fuel us-
age as well as of related CO2 emissions in the energy sector, while the
mobility transition aims at achieving these goals in the transport sector.
Specifically, the mobility transition includes changes in the individual
mobility behavior towards more sustainable solutions. The recharge of
electric vehicles (EV) should adapt to both the energy transition and
the mobility transition. From a user perspective, standard charging of
the EV battery takes considerably longer than filling the gasoline tank.
Thus, EV charging options will have to be adjusted to better fit user
expectations, needs, and behavior.

Consequently, it is crucial to understand the charging preferences of
current and potential future EV drivers. There are studies that investi-
gate single attributes of the charging process; Hackbarth and Madlener
(2013, 2016), Hidrue et al. (2011), and Tanaka et al. (2014), for in-
stance, investigate the willingness to pay (WTP) for the EV adoption
whereas Ito et al. (2013) examine the willingness to pay for the EV-
charging infrastructure. However, none of the mentioned studies has
looked at the charging preferences as a whole including related ser-
vices.

Therefore, we assess EV drivers’ valuation of different attributes of
the charging process such as charging speed, location, and price. Val-
uation means the WTP for specific attributes, measured in monetary
terms, e.g. a 10% decrease in charging duration is worth x Euros to
consumers. By extracting consumers’ marginal WTP, we elicit by how
much attributes have to be improved so that the WTP increases over-
proportionately. We then derive managerial implications both for spe-
cific attributes and for complete mobility solutions. For example, if EV
drivers assign a high value to the charging duration, this could be an
area to place additional focus on when offering new charging solutions
and services.

Due to the low number of current EV users in Germany, analyzing con-
sumers’ preferences and their WTP for them based on real usage data
is challenging. In addition, the results would not be transferable to the
development of sound business cases since the sample size would be
too low. Therefore, we gathered data through a Discrete Choice Ex-
periment (DCE) conducted in Germany (N=4.000). We analyzed the
data using econometric methods in order to gain actionable insights
into current and future charging behavior of EV drivers.

We predict tendencies of consumer behavior and show which attributes
are highly valued by potential EV drivers and which ones are not.
These consumers can be divided ex-post into specific adopter cate-
gories (e.g. first movers, early adopters, laggards) and driver segments
(e.g. homeowner, streetlamp parker, commuter, car-sharer), respec-
tively.

Dynamic discrete continuous choice models: an ap-
plication to the vehicle ownership and use problem
Cinzia Cirillo, Yan Liu

The problem of vehicle ownership and use has been extensively stud-
ied in the fields of economics, marketing and transportation. Models
that account for households’ decisions over the number of vehicles,
their type, and mileage traveled are used to: (a) determine consumer
demand for different types of vehicles (Bunch et al., 1993; Axsen and
Kurani, 2013; Glerum et al., 2014; Cirillo et al., 2017), (b) predict in-
dividuals’ activity and travel behavior (Ben-Akiva and Bowman, 1998;
Bhat and Singh, 2000; Paleti et al., 2013; Oakil et al., 2014), and (c)
evaluate policies and market incentives to reduce vehicular emissions
(Hayashi et al., 2001; Vyas et al., 2012; Feng et al., 2013; Liu and

Cirillo, 2015; Liu and Cirillo, 2016). In practice, it is very important to
accurately predict household vehicle holding and miles traveled by ve-
hicle type to support critical transportation infrastructure planning and
determine auto emission levels (Bhat and Sen, 2006). In transportation,
comprehensive car ownership models have been developed and uti-
lized to jointly estimate household car holding, type and use decisions.
Among them, we recall the multiple discrete-continuous extreme value
(MDCEV) model proposed by Bhat and Sen (2006), the Bayesian mul-
tivariate ordered probit and tobit (BMOPT) model by Fang (2008), and
the integrated discrete-continuous choice model based on multivariate
probit model by Liu et al. (2014). Although these models are able
to jointly estimate discrete and continuous decisions, they are static
and they are not able to capture the time-dependent changes in house-
holds’ behavior and market dynamics over time. In this contribution
we will present methods that model discrete and continuous decisions
over time and we will present applications in the context of the vehi-
cle ownership problem. We propose a Recursive Binary Probit (RBP)
model to capture a sequence of vehicle holding decisions made by
households over time. Households are assumed to be forward-looking
and at each time period the household will obtain an instantaneous
utility and an expected downstream (future) utility associated with the
discrete choice. To obtain the choice probabilities and to estimate the
model, the key point is to calculate the expected downstream utility.
Here we employ a finite horizon scenario tree to approximate the in-
finite horizon problem expressed by the Bellman equation. We sup-
pose that each household has an expectation over a limited number
of future time periods, which is characterized by attributes of alterna-
tives changing over time. The study contributes to existing literature
on a number of points: (a) the model is able to measure the interde-
pendency between discrete choice (i.e. car holdings) and continuous
choice (i.e. VMT) over time; (b) allows unrestricted substitution pat-
tern between alternatives; (¢) has no restrictions on the number of cars
held by households; and (d) is an efficient tool for policy evaluation.

Predicting the diffusion of EV: A dynamic approach
to model the impact of imitation and experience
Elisabetta Cherchi, Javier Bas Vicente, Cinzia Cirillo

Major innovations have taken place in the transportation industry in re-
cent years and new technologies are in the market or are expected to be
soon. Driven by environmental awareness and new regulations for fuel
efficiency, electric vehicles (EVs) have evolved in the last decade to
the point of starting to present a viable alternative for some drivers.
Nonetheless, electric vehicles do not have yet a significant market
share, or the market share that is expected. Therefore, in this context
of rapid change in vehicle characteristics and consumer decisions, it is
paramount to reliably forecast the diffusion of this innovative mean of
transportation. The diffusion happens, in part, as an imitation of the
so-called innovators by the followers, who are influenced by the num-
ber of adoptions that have already occurred. This concept of imitation
corresponds to what in the psychological literature is defined as social
conformity, which is the influence of the desire to fit socially into a
consumer’s behaviour. On the other hand, when a consumer considers
buying a new vehicle, there is also a pure substitution effect regarding
the kind of engine (EV vs. Gas). Thus, there is room for the typical
discrete choice models to round off an estimation of technology spread.
In this paper we propose a substitution/diffusion model to measure the
diffusion effect as the impact of social conformity on the individual
choices. The influence of social conformity is represented by the num-
ber of EV sold, the number of people who tried an EV, and information
that potential customers receive about specific characteristics of EV. In
addition to that, this new dynamic model includes also the impact of
policy incentives; in particular, the availability of parking spaces and
parking cost strategies. we assume that the tradeoffs estimated with ad-
vanced disaggregate discrete choice models are stable over time and in
the dynamic diffusion/substitution model we re-estimate only the scale
and ASCs to adjust to the observed market shares. The data used comes
from different sources. On the one hand, the coefficients for the disag-
gregate substitution part of the model are available from previous work
of the authors. They come from a Stated Preference survey performed
in Denmark in the period between December 2014 and January 2015.
The survey was built to specifically study the effect of parking policies
on the choice of EV versus conventional cars and the role played by so-
cial conformity on this choice. The sample was gathered from a list of
individuals who had signed up to participate in a real-life experiment
with EV that was launched in Denmark in 2010. The sample includes
then also people who have tried EV in real life, allowing some con-
sideration about the impact of experience in the diffusion process. On
the other hand, the information used in the diffusion part of the model,
is based on the revealed demand for EV registered in Denmark up to
February 2018.
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Learning in TSP-variants
Patrick De Causmaecker, San Tu Pham, Pieter Leyman

The traveling sales person problem (TSP) has been studied in exten-
sive detail over close to a century ([1]). Extremely efficient solvers
for particular versions exist [2] and standard libraries of benchmark
instances [3] show impressive results. When it comes to real world
applications, only exceptionally a ’pure’ TSP problem is encountered.
Most often a problem is recognised to have a TSP embedded or to be a
TSP problem with extra constraints. As it tuns out, small modification
to the problem have a huge impact the solver efficiency. Moreover,
such problems are often of the on-line kind in the sense that decisions
have to be taken immediately without room for long computation times
and without powerful hardware. In this talk we will discuss a TSP vari-
ant originating from a practical example and report on possibilities for
learning suitable algorithms from solutions for the original problem.

The variant is the Intermittent Traveling Sales Person (ITSP) problem
[4]. It occurs in a production application where an energy beam is
to be used at a number of locations of a product. The energy beam
could be a laser, a focussed ion beam or even a water jet although the
problem is different in the latter case. In the case of lasers or focussed
ion beams, the application of the energy beam causes the product to
increase in temperature locally. Depending on the material and the ap-
plication, the temperature cannot raise above a certain bound and as a
consequence, the time the beam can be applied in one visit is limited.
On the other hand, each location requires a certain total processing
time. Given the production task, a sequence of visits is asked for that
minimises the execution time. Time is the sum of the traveling time of
the beam source and the processing time at the given locations. The
minimisation of the traveling time is a similar to the TSP setting but
the bounds on the visiting time require multiple visits to the locations.
This apparently small addition turns out to make the problem much
harder.

We discuss how algorithms for the underlying TSP problem deliver
algorithm components that together with heuristics for the additional
elements, allow to automatically construct algorithms fulfilling the set
requirements.

We describe a number of similar problems and illustrate how algorithm
components can be identified to be fed into an automatic algorithm
construction tool.

[1] Applegate, D. L.; Bixby, R. M.; Chvdtal, V.; Cook, W. J.
(2006), The Traveling Salesman Problem, ISBN 0-691-12993-
2 [2] http://www.math.uwaterloo.ca/tsp/concorde/index.html  [3]

https://wwwproxy.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB

[4] Pieter Leyman, San Tu Pham, Patrick De Causmaecker, The In-
termittent Traveling Salesman Problem with Different Temperature
Profiles: Greedy or not?, arXiv:1701.08517 [cs.DS]

A Trust-Region Method for Minimizing Regularized
Nonconvex Loss Function
Dimitri Papadimitriou

The training of deep neural networks is typically conducted via non-
convex optimization. Indeed, for nonlinear models, the nonlinear na-
ture of the activation functions yields empirical loss functions that are
nonconvex in the weight parameters. Even for linear models, i.e., when
all activation functions are linear with respect to inputs and the out-
put of the entire deep neural network is a chained product of weight
matrices with the input vector, the (squared error) loss functions re-
main nonconvex. On the other hand, to circumvent the limits result-
ing from finding sharp minima (corresponding to weight parameters
specified with high precision) of the empirical loss function, Hochre-
iter suggested in 1995 to find a large region in the weight parameter
space with the property that each weight from that region can be given
with low precision and lead to similar small error. In this paper, we
propose to minimize the empirical loss (training error) together with
weights precision (regularization error) by means of a Trust Region

95/

(TR)-based algorithm. When extended to nonconvex regularized ob-
jectives, this method contrasts to current techniques which either arbi-
trarily -sometimes strongly- convexify the empirical loss minimization
problem or involve slowly converging Stochastic Gradient algorithms
without guaranteeing the production of good predictors. TR methods
instead provide i) better complexity bounds for convergence to (ap-
proximate) first- and second-order critical points by means of rich set
of iterative methods for TR subproblem solving, e.g., Steighaug-Toint
and Generalized Lanczos Trust-Region (GLTR); and ii) fast escape
from saddle points which include at least one direction of negative cur-
vature, e.g., by exploiting the Hessian information. In addition, they
can be combined with approximation techniques (e.g., sub-sampling)
that are effective in reducing computational cost associated to Hessian
evaluation. The latter provides an essential property in solving high-
dimensional instances. Performance bounds of the TR-based algorithm
are characterized against gradient descent together with numerical ex-
periments for evaluation and comparison purposes.

Data Privacy in Bid-price Control for Network Rev-
enue Management
llker Birbil, Nursen Aydin

A large number of network revenue management problems can be
solved by path-based decomposition. In this approach, each path cor-
responds to a different product that uses some of the capacities on the
network. After some simple transformation, the network problems re-
sulting from the path-based decomposition approach are mostly solved
by linear programming. Rather than the optimal allocation of the ca-
pacities to the products, the dual optimal solution of the linear pro-
gramming model is used for accepting or rejecting the reservation re-
quests. This is known as the bid-price control in the revenue man-
agement literature. In this work, we consider the case where multiple
parties have access to some of the capacities on the network for their
own reservation systems. Though agreed to collaborate, the major pri-
vacy concern for the parties is to conceal their sensitive data. That is,
each party tries not to reveal its own revenues, products and capacities.
We first present the steps to mask the private data for all the parties by
a series of transformations. Then, we state our key result, which shows
that the bid-price control can safely be used with the resulting private
model because the dual optimal solution remains the same even after
the transformations. We conclude with a simulation study demonstrat-
ing the importance of collaboration.
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A Granular Skewed Variable Neighborhood Tabu
Search for the Roaming Salesman Problem
Masoud Shahmanzari, Deniz Aksen

We present a Granular Skewed Variable Neighborhood Tabu Search
(GSVNTYS) for the Roaming Salesman Problem (RSP). RSP is a multi-
period and selective version of the traveling salesman problem involv-
ing a set of cities with time-dependent rewards. It is defined over a
fixed planning horizon referred to as the campaign period. Each city
can be visited on any day for reward collection while a subset of cities
can be visited multiple times, though with diminishing rewards after
the first visit. The goal is to determine an optimal campaign sched-
ule consisting of either open or closed daily tours that maximize the
total net benefit while respecting the maximum tour duration and the
necessity to return to the campaign base frequently. Here the term "net
benefit” implies the total rewards collected minus the total traveling
costs incurred. RSP arises in several applications including touristic
trip planning, planning of client visits by company representatives, and
election logistics. A differentiating feature of the RSP is that there ex-
ist no fixed depots and daily tours do not have to start and end at the
same city. We formulate RSP as a MILP in which we capture as many
real-world aspects as possible. We also present a hybrid metaheuristic
algorithm which can be classified as a Variable Neighborhood Search
(VNS) with Tabu Search (TS) conditions. The initial feasible solu-
tion is constructed via a novel matheuristic approach which decom-
poses the original problem into as many subproblems as the number
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of days. Next, this initial solution is improved using the proposed lo-
cal search procedure. The concept of granularity is incorporated into
the developed algorithm to prevent non-promising moves and thereby
reduce the computing time of the neighborhood search. On the other
hand, the concept of skewedness modifies the basic VNS so as to ex-
plore deeper neighborhoods of the current solution by accepting non-
improving moves which lead to far enough neighboring solutions. The
neighborhood structures in our GSVNTS implementation are 1-Add,
1-Drop, 1-0 Relocate, 2-0 Relocate, 1-1 Swap, 2-2 Swap, 1-1-1 Swap
(Triple Rotation) and 1-1-1-1 Swap (Quadruple Rotation). The first
three neighborhoods reflect the selective nature of the problem; thus
they are called City Selection Neighborhoods. The remaining neigh-
borhoods are called Intra-Route Neighborhoods. At each iteration of
the local search procedure, several feasibility checks are performed to
ensure the validity of the solution. Therefore, the so-called chain fea-
sibility of the solution is guaranteed at each iteration, which means the
starting node of tomorrow’s tour must match the terminal node of to-
day’s tour. We consider a set of 95 cities and towns in Turkey and a
campaign period of 40 days as our largest problem instance. Compu-
tational results using actual distance and travel time data show that the
developed algorithm can find near-optimal solutions in a reasonable
CPU time.

2 - A branch-and-cut algorithm for the generalized trav-
eling salesman problem with time windows
Yuan Yuan, Diego Cattaruzza, Maxime Ogier, Frédéric Semet

The generalized traveling salesman problem with time windows (GT-
SPTW) can be defined as follows. Given a directed graph, the vertex
set is partitioned into clusters with one cluster including only the depot.
Arcs are only defined between vertices belonging to different clusters.
Each vertex is associated with a time window (TW) and each arc has
a traveling cost and a traveling time. The objective of the GTSPTW is
to find a minimum cost tour starting and ending at the depot such that
each cluster is visited exactly once and time constraints are respected.
It reduces to the well-known Generalized Traveling Salesman Problem
when TWs are not considered.

Several valid inequalities are proposed for the GTSPTW, dividing into
two types, i.e., polynomial families and exponential families. Poly-
nomial families: (1) Arc orientation inequalities. An arc can only be
oriented in one way, it either enters or leaves a vertex. This family of
inequalities can be generalized considering clusters instead of vertices.
(2) Arc-or-vertex inequalities. If a vertex cannot be visited either be-
fore or after an arc due to TWs, then only one of them can be chosen
in any feasible solution. Exponential families: (1) Generalized sub-
tour elimination constraints (GSEC). (2) Sequential ordering polytope
constraints (SOP). SOP inequalities are based on the precedence re-
lationships between pairs of vertices which are inferred by TWs. (3)
Clique inequalities. If there is no feasible path passing through all the
vertices in a certain set, then the number of vertices in this set that can
be visited in all feasible solutions is strictly less than the size of the set.

‘We develop a branch-and-cut algorithm for the GTSPTW. Here we de-
scribe some important procedures included in this algorithm: (1) Pre-
processing. The size of the problem can be reduced by eliminating arcs
and vertices that cannot be a part of any feasible solution. (2) Initial
heuristic to calculate upper bound. Given a fixed cluster sequence, a
feasible solution can be obtained by solving a shortest path problem
with TWs. (3) Separation algorithms to tighten lower bound. Heuris-
tic separation for SOP inequalities and exact separation for GSEC in-
equalities are developed to iteratively improve the lower bound. Be-
sides, other valid inequalities are stored in a cut pool and they are taken
into account only when violation is found. (4) Branching priorities. To
enhance the perfermance of the branch-and-cut algorithm, we branch
on priority on variables that fix the visiting sequence of the clusters.

The algorithm is implemented in C++ using CPLEX 12.6 and Con-
cert framework. For testing our algorithm, we propose new instances
for the GTSPTW derived from GTSP instances. Results show that the
proposed valid inequalities are effective to improve the lower bound.
Instances with up to 24 clusters and 120 vertices can be solved to opti-
mality within one hour.
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Medical Supply in Emergency Cases
Eva Schmidt, Manuel Streicher, Sven Krumke

In the health care sector, the efficient supply of medical care in emer-
gency cases is a very important component and in steady need of opti-
mization. It can be analyzed from both a strategical and an operational
point of view.

In the operational analysis, it is important to regard the online aspects
of the problem as times and places of emergencies become known at
the moment of their appearance. In most cases it seems to be adequate
to use a greedy approch to solve this problem. Nevertheless, an of-
fline solution approach is required in every case to be able to conduct
a competitive analysis.

The strategical aspect consists of locating emergency facilities and al-
locating resources. Due to the present uncertainties a robust appraoch
is suitable here. Furthermore, the current cost situation in the health
care sector and the demographic change have to be incorporated as
well.

We present models and solution appraoches for a choice of the prob-
lems mentioned above.

Simulation-based location optimization of ambu-
lance stations
Johanna Schneider, Michael Schroeder

The structure of ambulance stations has grown historically in Ger-
many. Step-by-step, outdated ambulance stations have to be renovated
or newly built. This arises the question: Is the current location opti-
mal? We investigated this question for the ambulance station in Nier-
stein, Germany. Therefore we developed data-based methods for static
and dynamic analyses of location scenarios which will be presented in
this talk.

Based on data of real rescue operations and a detailed road network,
we estimated a specific speed profile for ambulances driving with blue
lights and sirens. Using this speed profile, we calculated so-called
isochrones for each potential ambulance location as well as all rele-
vant ambulance locations around. By overlaying these isochrones, the
estimated driving time of the fastest ambulance is known for each road
segment - provided all ambulances are available at their station. This
static analysis is important for the fulfillment of the legal regulation.

In the highly dynamic world of emergency services, the ambulances
are often occupied or on their way back to their station. In order to
regard this crucial point, we simulated for each location scenario the
occurrence of the historic rescue operations over a couple of years. In
this detailed simulation, all relevant ambulances were considered and
ambulances could be alerted while driving empty. This dynamic anal-
ysis gives a realistic estimation of driving times and the workload of
ambulances after a change in the location structure.

Optimized Appointment Scheduling in General Prac-
titioner Practices
Sabrina Schmitz, Christina Biising, Martin Comis

General practitioners (GPs) have an important guiding function in the
German health care system. In order to smooth the practice work-
flow, we consider in this talk the appointment scheduling of patients.
This topic becomes increasingly important also from a patient per-
spective since long waiting times are the most common reasons for
patients’ complaints. However, an appointment scheduling policy fo-
cusing solely on short waiting times is disadvantageous for practice
owners since they strive for a more productive and effective workflow
which requires high utilization or rather a balanced utilization of GPs.
To obtain a satisfactory trade-off for both patients and GPs, we de-
velop a Mixed-Integer-Program which divides the GP’s working time
for chronic and regular patients with appointments as well as walk-
ins. Furthermore, we introduce a concept of masks which provides
templates to support decisions about the number of reserved appoint-
ments in advance for the corresponding patient type. Using this con-
cept variation in treatment demands could be considered more easily
by the practice employees. Finally, we test and evaluate our methods
by means of simulation.

67



TD-05

OR2018 — Brussels

TD-05

Thursday, 14:45-16:00 - 2c. Tokyo

Recent Developments in Automatic
Dantzig-Wolfe Decomposition

Stream: Software Applications and Modelling Systems
Invited session

Chair: Jonas Witt

Chair: Michael Bastubbe

1-

Computational Experiments with Nested Dantzig-
Wolfe Decompositions
Erik Miihmer, Marco Liibbecke, Jonas Witt

A common technique used to solve specially structured integer pro-
grams is branch-and-price. In branch-and-price subproblems are typi-
cally solved using branch-and-cut or specialized combinatorial algo-
rithms. However, related work indicates that for specific problems
speedups can be achieved by applying branch-and-price to the sub-
problems as well. Hence, we aim at exploiting such nested decompo-
sitions in GCG, a generic branch-cut-and-price solver based on SCIP.
GCG uses Dantzig-Wolfe decompositions relying on structures that
are either provided by the user or detected by GCG itself. We extend
GCG to apply branch-and-price recursively, where the nested structure
is provided by the user. We present computational results comparing
the recursive branch-and-price strategy with the standard technique on
suitable problems. Future work includes employing problem specific
detectors that reveal the underlying structure of a problem automati-
cally. Moreover, we plan to generalize this idea by implementing a
generic detection of nested structures.

A Computational Investigation on the Strength of
Dantzig-Wolfe Reformulations
Jonas Witt, Michael Bastubbe, Marco Liibbecke

In Dantzig-Wolfe reformulation of an integer program one convexifies
a subset of the constraints, leading to potentially stronger dual bounds
from the respective linear programming relaxation. As the subset can
be chosen arbitrarily, this includes the trivial cases of convexifying no
and all constraints, resulting in a weakest and strongest reformulation,
respectively. Our computational study aims at better understanding
of what happens in between these extremes. For a collection of integer
programs with few constraints we compute, optimally solve, and evalu-
ate the relaxations of all possible (exponentially many) Dantzig-Wolfe
reformulations (with mild extensions to larger models from the MI-
PLIBs). We observe that only a tiny number of different dual bounds
actually occur and that only a few inclusion-wise minimal represen-
tatives exist for each. This aligns with considerably different impacts
of individual constraints on the strengthening the relaxation, some of
which have almost no influence. In contrast, types of constraints that
are convexified in textbook reformulations have a larger effect. We
relate our experiments to what could be called a hierarchy of Dantzig-
Wolfe reformulations.

A Computational Study on the Strength of Dantzig-
Wolfe Reformulations on Real-World Mixed Integer
Programs with Unknown Structure

Michael Bastubbe, Marco Liibbecke

Applying Dantzig-Wolfe reformulation to specially structured mixed
integer programs is well-known for yielding strong dual bounds from
the linear programming relaxation. This special structure is typically
a reordering of the coefficient matrix to singly bordered block diag-
onal form. For instances without any known structure, one needs to
find such reordering in order to apply Dantzig-Wolfe reformulation. In
our talk we present (a) the structure detection algorithm that we im-
plemented in the generic branch-and-price solver GCG, (b) structure
detection results for instances from the MIPLIB with unknown struc-
ture, and finally (c) a computational study of the resulting dual bounds
for these instances.
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Large scale Spectral Clustering methods
Jyotsna Budideti

Graphs are used in many domains to visualize data and hence be able to
perform analytical functions based on the understanding gained from
the generated graphs. As the size of the graph increases, each step
in the process of generating and learning the graphs comes at high
computational cost. In this paper, algorithms based on spectral cluster-
ing are investigated to solve the problems inherent with large graphs.
The primary objective of the paper is to identify the main bottlenecks
to scaling up spectral clustering method and examine algorithms that
solve them by making a comparative study on the complexity of the
algorithms and results of application to a standard dataset.

Least cost influence propagation in (social) networks
Mario Ruthmair, Matteo Fischetti, Michael Kahr, Markus
Leitner, Michele Monaci

Influence maximization problems aim to identify key players in (so-
cial) networks and are typically motivated from viral marketing. In
this work, we introduce and study the Generalized Least Cost Influ-
ence Problem (GLCIP) that generalizes many previously considered
problem variants and allows to overcome some of their limitations.
A formulation that is based on the concept of activation functions is
proposed together with strengthening inequalities. Exact and heuristic
solution methods are developed and compared for the new problem.
Our computational results also show that our approaches outperform
the state-of-the-art on relevant, special cases of the GLCIP.

PHOEG Helps Obtaining Extremal Graphs
Hadrien Mélot, Gauvain Devillez, Pierre Hauweele

Extremal Graph Theory aims to determine bounds for graph invariants
as well as the graphs that attain those bounds. We are currently devel-
opping PHOEG, an ecosystem of tools designed to help researchers in
Extremal Graph Theory. It uses a big database of undirected graphs
and works with the convex hull of the graphs as points in the invari-
ants space in order to exactly obtain the extremal graphs for some fixed
parameters and infer optimal bounds on the invariants. This database
also allows us to make queries on those graphs.

For a given problem (set of invariants under consideration), PHOEG al-
lows to identify conjectures about extremal graphs. Usually, this step
is not the most difficult. However, once a conjecture is highlighted,
finding a general proof can be hard. To this aim, PHOEG goes one
step further by helping in the process of designing a proof guided by
successive applications of transformations from any graph to an ex-
tremal graph. In this talk we present the ideas and techniques used in
PHOEG to assist the study of Extremal Graph Theory.
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Demand-Independent Optimal Tolls
Max Klimm, Riccardo Colini-Baldeschi, Marco Scarsini

Wardrop equilibria in nonatomic congestion games are in general in-
efficient as they do not induce an optimal flow that minimizes the total
travel time. Network tolls are a prominent and popular way to induce
an optimum flow in equilibrium. The classical approach to find such
tolls is marginal cost pricing which requires the exact knowledge of
the demand on the network. In this paper, we investigate under which
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conditions demand-independent optimal tolls exist that induce the sys-
tem optimum flow for any travel demand in the network. We give
several characterizations for the existence of such tolls both in terms
of the cost structure and the network structure of the game. Specifi-
cally we show that demand-independent optimal tolls exist if and only
if the edge cost functions are shifted monomials as used by the Bureau
of Public Roads. Moreover, non-negative demand-independent opti-
mal tolls exist when the network is a directed acyclic multi-graph. Fi-
nally, we show that any network with a single OD pair admits demand-
independent optimal tolls that, although not necessarily non-negative,
satisfy a budget constraint.

2 - Network Congestion Games are Robust to Variable
Demand
Ruben Hoeksma, José Correa, Marc Schroder

We consider a non-atomic network congestion game with incomplete
information in which the incomplete information comes from random-
ness in the demand. We model this as a multi-commodity flow, where
for each commodity it is uncertain if it will actually appear in the net-
work. Wang, Doan, and Chen (2014), by considering an equilibrium
notion in which users evaluate their expected cost using the full knowl-
edge of the demand distribution, concluded that the price of anarchy
of the game can be arbitrarily large. We consider the problem to be
a Bayesian game, where users evaluate their cost conditioned on the
fact that they themselves are present in the network. In contrast to the
conclusion by Wang, Doan, and Chen (2014), we find that the known
bounds on the price of anarchy for the deterministic demand game also
apply to the Bayesian game, even if the probability of traveling for
different commodities is arbitrarily correlated. Specifically, if all la-
tency functions in the network are affine, the price of anarchy for the
Bayesian game is 4/3. This result can also be generalized to the class
of smooth games.

3 - Computing all Wardrop Equilibria parametrized by
the Flow Demand
Philipp Warode, Max Klimm

We develop an algorithm that computes for a given undirected or di-
rected network with flow-dependent piece-wise linear edge cost func-
tions all Wardrop equilibria as a function of the flow demand. Our
algorithm is based on Katzenelson’s homotopy method for electrical
networks. The algorithm uses a bijection between vertex potentials
and flow excess vectors that is piecewise linear in the potential space
and where each linear segment can be interpreted as an augmenting
flow in a residual network. The algorithm iteratively increases the ex-
cess of one or more vertex pairs until the bijection reaches a point
of non-differentiability. Then, the next linear region is chosen in a
Simplex-like pivot step and the algorithm proceeds. We first show that
this algorithm correctly computes all Wardrop equilibria in undirected
single-commodity networks along the chosen path of excess vectors.
We then adapt our algorithm to also work for discontinuous cost func-
tions which allows to model directed edges and/or edge capacities. Our
algorithm is output-polynomial in non-degenerate instances where the
solution curve never hits a point where the cost function of more than
one edge becomes non-differentiable. For degenerate instances we still
obtain an output-polynomial algorithm computing the linear segments
of the bijection by a convex program. The latter technique also allows
to handle multiple commodities.
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1 - Robust Multivariate Adaptive Regression Splines
(RMARS) under Polyhedral Uncertainty: The case of
Prediction for Natural Gas Consumption
Gerhard-Wilhelm Weber, Ayse Ozmen, Yuriy Zinchenko

Multivariate Adaptive Regression Spline (MARS) is a modern method-
ology of data mining, statistical learning and estimation theory that is

essential in both regression and classification. In recent years, MARS
is applied in various areas of science, technology, finance, and engi-
neering. It is a form of flexible non-parametric regression analysis
capable of modeling complex data. There, it is supposed that the input
data are known exactly and equal to some nominal values to construct a
model. However, both output and input data include noise in real life.
Solutions to optimization problems may present signicant sensitivity
to perturbations in the parameters of the problem. So, optimization
affected by parameter uncertainty is a focus of the mathematical pro-
gramming and a need to handle uncertain data when optimization re-
sults are combined within real-life applications. As a result, in inverse
problems of modeling, solutions to the optimization problems involved
in MARS can represent a remarkable sensitivity with respect to per-
turbations in the parameters which base on the data, and a computed
solution can be highly infeasible, suboptimal, or both. Under this mo-
tivation, we have included the existence of uncertainty into MARS and
robustified it through robust optimization which is proposed to cope
with data and, hence, parametric uncertainty. We have represented Ro-
bust MARS (RMARS) under polyhedral uncertainty.

In our previous studies, although we had small data sets for our appli-
cations, the uncertainty matrices for the input data had a huge size since
vertices were too many to handle. Consequently, we had no enough
computer capacity to solve our problems for those uncertainty matri-
ces. To overcome this difficulty, we obtained different weak RMARS
(WRMARS) models for all sample values (observations) applying a
combinatorial approach and solved them by using MOSEK program.
Indeed, we have a tradeoff between tractability and robustification. In
this presentation, we present a more robust model using cross-polytope
and demonstrate its performance with the application of Natural Gas
consumption prediction. Applying robustification in MARS, we aim
to reduce the estimation variance.

Backwards approximate dynamic programming for
wind power plants with hybrid energy storage sys-
tems

Benedikt Finnah, Jochen Gonsch

On most modern energy markets, electricity is traded in advance and
a power producer has to commit to deliver a certain amount of elec-
tricity some time before the actual delivery. This is especially difficult
for power producers with renewable energy sources that are stochastic
(like wind and solar). Thus, short term electricity storages like bat-
teries are used to avoid penalty payments due to transient shortages.
By contrast, long term storages allow to exploit price fluctuations over
time, but have a comparably bad efficiency over short periods of time.

In this presentation, we consider the decision problem of a power pro-
ducer who sells electricity from wind turbines on the day-ahead mar-
ket and possesses two storage devices: a battery and a hydrogen based
storage system. The problem is solved with a novel backwards approx-
imate dynamic programming algorithm with optimal computing bud-
get allocation. Numerical results show the algorithm’s high solution
quality. Furthermore, tests on real-world data demonstrate the value
of using both storage types and investigate the effect of the storage
parameters on profit.

Online correlated orienteering on continuous sur-
faces

Joao Pedro Pedroso, Davi Pereira dos Santos

This work describes a problem with origins in sea exploration, though
similar problems arise in other contexts. The identification of the con-
tents of the seafloor is important in view of a possible exploitation of
some of these resources. The aim of this problem is to schedule the
journey of a ship for collecting information about the composition of
the seafloor. We consider a bounded surface, through which some re-
source can be found with a given level. This "true value" is initially
unknown, except for a limited number of points for which there is pre-
vious empirical information.

Optimal expedition planning involves three subproblems, each corre-
sponding to a different phase in the process: assessment, planning and
estimation.

Assessment consists of estimating the amount of information that
would be conveyed by probing the surface at each point. This is done
by means of an indicator function. Previous work assumed that actual
information obtained by probing is not usable at the time of planning;
here, we assume that after committing to probing at a certain place, the
information obtained can immediately be used to change the course of
the following decisions (in particular, the set of points used for building
the indicator function is dynamically expanded).

Planning, the next phase in the solution process, consists of deciding
on the position of points to probe until the end of the expedition; the
point to probe next is the only one to which we commit. The objective
is to maximize the overall informational reward obtained, taking into
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account that the total duration of the trip is limited to a known bound.
Hence, online planning involves using the previously available points
together with the points newly probed in this trip, in order to decide
the location of the next point to probe — though an estimation of the
whole remaining trip is necessary for correctly taking this decision.

The third subproblem is estimation, which is related to the final aim of
the problem: an estimation of the resource level available at any point
on the surface, based on all the information available at the end of the
trip. This is done through regression using both the initially available
points and those collected during the expedition.
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Network Capacity Control for a Cruise Line Network
Daniel Sturm, Kathrin Fischer

The demand for cruises as a contemporary form of travel is steadily
growing worldwide, as are the number of amenities and passenger ca-
pacities of cruise ships ordered and delivered. Hence, cruises not only
constitute an increasingly important branch of the global hospitality
and maritime industries, but also present a continuously growing rev-
enue potential. However, as the lead time of shipyards limits capacity
expansion, cruise lines are forced to use their existing capacities as ef-
ficiently as possible in order to maximize revenues - especially with
the advent of more sustainable and eco-friendly but also more expen-
sive marine propulsion systems. Thus, given high demand levels cruise
lines can profit from the application of revenue management methods
that support utilizing capacities efficiently.

Even though the cruise industry shares some features with the airline,
hotel, casino and container liner shipping industries, certain distinct
characteristics require the development of customized revenue man-
agement approaches. For instance, routes and itineraries of cruises are
similar in structure to those in container liner shipping, but the structure
of capacity of cruise ships differs from that of container ships. In ad-
dition, cruise lines use passenger-based tariff schemes, and short-term
as well as long-term customer values are of high importance, similar
to the casino business. Most importantly, most customer arrivals are
group arrivals, as passenger parties are to be accepted or denied com-
pletely and cannot be split up, which poses an additional challenge for
the development of effective capacity control methods. Despite these
special properties, which are presented briefly in this talk, literature on
revenue management for the cruise industry from an OR perspective is
still scarce and models encompassing most or all of the specifics are
still lacking.

Based on a simplified cruise network with fixed routes and itineraries,
predefined tariff schemes and given customer segments, predictions on
the expected passenger on-board revenue, as well as a given demand
forecast, a deterministic mixed-integer linear programming model for
capacity allocation and total revenue maximization is developed and
presented. The resulting partitioned booking limits are nested for use
in a capacity control policy for managing cruise sales. The perfor-
mance of the developed policy is examined using a discrete event sim-
ulation and a case study based on publicly available data. The results
are compared with the first-come first-served policy with respect to
revenues generated and occupancy rates achieved, and the advantages
of the new approach are discussed. Finally, implications for further ex-
tensions of the model formulation and the capacity control policy are
derived from the results of the case study.

Agile Revenue Management training - A new holistic
simulation based approach (DOLFIN)

Jens Hujer, Martin Friedemann

"Such algorithms aren’t written by god in the heavens"; Andreas
Mundt (Chief of the Federal Cartel Office) interviewe by Sueddeutsche
Zeitung. He attacked Deutsche Lufthansa AG for suspected general
price increases.

During the past decades airlines have built complex Revenue Man-
agement (RM) tools. Large amounts of data have to be processed,

hence clever algorithms were implemented. However, only a combi-
nation of the system and revenue managers can be successful. There-
fore, trainings for the respective employees have to be considered as
mandatory. The trainings in the best case are carried out with the
support of a simulator to reach the full positive effect. So far the re-
search on Revenue Management Simulation has focused so far mainly
on development, verification and testing of new approaches. Here
a new holistic approach has been developed, that integrates factors
for research and practice, which explains the success of such a sim-
ulation based training methodology. The results are the following
factors - "Decision Support-compare and verify control strategies",
"Optimization-compare methods", "Learning and Training - under-
stand a new system, for new employees", "Fun-entertainment, gam-
ification", "Innocent-realistic, risk-free environment" and "Network-
team building, conflict management", which are combined into the
the "DOLFIN-model". The International Air Transport Association
(IATA) has launched a new Training Program using the Revenue Man-
agement Training Simulator of Opremic based on that model in 2017
(see https://opremicsolutions.de/). The participants of the first course
value practical and interactive exercises as beneficial for their daily
work. In the future interviews with participants will be conducted to
verify the model and its success in the long run.

In the movie (Matrix, 1999) a character says "Never send a human
to do a machine’s job". On the contrary, it is necessary to have well
educated people as well as trusted machines.

Integrating Revenue Management and Parallel Ma-
chine Scheduling

Sebastian Spindler, Claudius Steinhardt

The standard parallel machine scheduling problem deals with the as-
signment of each job of a given set to exactly one machine of a given
set in order to minimize an objective function value, e.g., the number
of late orders, the makespan etc. In this talk, we extend the setting for a
preceding selling period, i.e., the set of jobs is no longer given ex ante,
but is the result of selling standardized products - which are character-
ized by a processing time and a revenue - throughout a selling horizon.
Opposed to standard order acceptance settings, each arriving customer
is offered a subset of all possible products, from which she/he chooses
at most one, depending on the individual valuations for the different
products. As soon as a product is sold to a customer, it becomes a job
that needs to be scheduled in the subsequent service period. The ques-
tion to be answered is: Which subset of products should individually
be made available to each customer such that the overall profit, i.e., the
overall revenue minus the scheduling cost is maximized? In order to
solve the problem, a dynamic programming formulation is presented
and its intractability is shown. In order to be able to solve real world
instances, different heuristic algorithms are proposed. In a simulation
study, the algorithms and their quality - compared to a greedy heuristic
and the optimal solution (for small instances) - are compared.
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Sweep Algorithms for the Capacitated Vehicle Rout-
ing Problem with Structured Time Windows

Christoph Hertrich, Philipp Hungerlinder, Christian Truden
The capacitated Vehicle Routing Problem with structured Time Win-
dows (cVRPsTW) is concerned with finding optimal tours for vehicles
with given capacity constraints to deliver goods to customers within
assigned time windows. In our problem variant these time windows
have a special structure, namely they are non-overlapping and each
time window holds several customers. This is a reasonable assumption
for many Attended Home Delivery (AHD) problems, such as online
grocery shopping services, as the special structure does not impose se-
vere restrictions to the supplying company or to the customers.

The sweep algorithm has originally been proposed as a simple, yet ef-
fective heuristic for the classical capacitated Vehicle Routing Problem
(cVRP). Belonging to the class of "cluster-first, route-second" meth-
ods, it divides the plane into radial sectors originating from the depot’s
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location, such that a single vehicle can be routed through all customers
of one sector.

Our research deals with developing variants of the sweep algorithm
that are able to exploit structured time windows. Due to the imposed
structure the total number of time windows is quite small, which allows
us to use window-dependent angles. We propose a total of four differ-
ent methods to determine such angles. After obtaining a first feasible
solution, improvement heuristics are applied, which try to improve the
objective function by slightly altering these angles. The final routing
step, as well as feasibility computations during the clustering step, are
accomplished by a recently proposed MILP model for the Traveling
Salesperson Problem with structured Time Windows (TSPSTW).

Finally, we conduct an extensive computational study. For this pur-
pose, we use a large variety of benchmark instances that have been
carefully constructed such that they resemble real-world data. The
experiments show that our approach is capable of finding good ini-
tial solutions for instances containing up to 2000 customers within a
few seconds. Further, we demonstrate that the proposed improvement
heuristics allow us to significantly improve the solution quality within
a few minutes. We notice that the performance of the four variants is
strongly dependent on the specific characteristics of an instance, e.g.
whether vehicle capacities or time windows are the stronger restriction.

A Heuristic for the Traveling Salesperson Problem
with Forbidden Neighborhoods on Regular 2D and
3D Grids

Philipp Armbrust, Philipp Hungerléinder, Anna Jellen

In this work we examine an extension of the Traveling Salesperson
Problem (TSP), the so called TSP with Forbidden Neighborhoods
(TSPEN). The TSPFN is asking for a shortest Hamiltonian cycle of
a given graph, where vertices traversed successively have a distance
larger than a given radius. This problem is motivated by an application
in mechanical engineering, more precisely in laser beam melting. This
technology is used for building complex workpieces in several layers,
similar to 3D printing. Recently, Fischer and Hungerlénder, studied the
TSPEN on regular 2D grids and determined closed-form solutions for
the smallest reasonable forbidden neighborhoods. Furthermore they
suggest an Integer Linear Program for determining optimal TSPFN
solutions for small grid sizes but arbitrary forbidden neighborhoods.

In this work we suggest a heuristic for the TSPFN that is based on
Warnsdorff’s Rule for dealing with such instances where no closed-
form solutions are known. The main differences to the original Warns-
dorff’s Rule can be summarized as follows: - Arbitrary step sizes are
allowed, in contrast to the fixed step size of length square root of 5
in the original Warnsdorff’s Rule. - The resulting solution must be a
Hamiltonian cycle instead of a Hamiltonian path. - The step size is
not fixed: if some squares are still unvisited but not reachable with the
currently selected step size, our heuristic increases the step size such
that the next square can be reached.

‘We implemented the heuristic and conducted a computational study for
various neighborhoods. In particular the heuristic is able to find high
quality TSPFN tours on 2D and 3D grids, for which optimal solutions
are known.

The Multiple Traveling Salesperson Problem on Reg-
ular Grids

Manuel Lackenbucher, Philipp Hungerlinder, Anna Jellen,
Stefan Jessenitschnig, Lisa Knoblinger, Kerstin Maier

In this work we analyze the multiple Traveling Salesperson Problem
(mTSP) on regular grids. While the general mTSP is known to be NP-
hard, the special structure of grids can be exploited to determine closed
form solutions, so the problem can be solved in linear time.

Our research is motivated by several real-world applications, like
search and rescue operations or delivering goods with swarms of
drones. Considering a grid structure enables to divide a large search
area in several equal-sized squares. The area of a square is chosen as
large as the coverage of a drone.

First, we suggest a Mixed Integer Linear Program (MILP) for the
mTSP on regular grids where we distinguish between two objective
functions. The first one aims to minimize the total tour length of all
salespersons, which is motivated by minimizing the average search
time for a missing person. The second objective function minimizes
the maximal tour length of a single salesperson, which is motivated by
minimizing the maximal search time for a missing person.

Based on the results of our MILP we provide lengths and construction
schemes of optimal mTSP tours for our considered objective functions.
With the help of combinatorial counting arguments, we establish lower

bounds on the tour lengths and hence, we are able to prove the opti-
mality of our closed form solutions.
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Aiming Strategies in Solar Tower Power Plants
Sascha Kuhnke, Christina Biising, Pascal Richter

Electricity production via solar tower power plants is an important new
technology in the renewable energy sector. A solar tower power plant
consists of a receiver mounted atop of a central tower and a field of
movable mirrors called heliostats. The heliostats reflect and concen-
trate the solar radiation onto the receiver where a fluid is heated to
produce electricity in a conventional thermodynamic cycle.

In this talk, we consider aiming strategies for the heliostats. These
strategies dictate the way in which the heliostats aim on different lo-
cations of the receiver surface. The objective is to maximize the heat
transfer inside the tubes of the receiver. However, it has to be taken into
account that the receiver surface can be permanently damaged from
thermal overloading due to high heat flux densities or sharp heat flux
gradients. Consequently, the aiming strategy affects the energy pro-
duction of the entire power plant as well as the lifespan of the receiver
materials.

Our approach is to model this as a combinatorial optimization prob-
lem by only considering a discrete set of possible aiming points at the
receiver surface. This allows us to precalculate the images on the re-
ceiver of each heliostat aiming at each discrete aiming point. Now,
the total energy reaching the receiver induced by a certain aiming con-
figuration can be obtained by linearly superposing the corresponding
precalculated images. The originally highly nonlinear objective func-
tion becomes now a linear one on the discrete aiming points. Overall,
we obtain a mixed integer linear programming (MIP) formulation for
the optimization of heliostat aiming strategies.

Next to the detailed description of the model, we present some prelim-
inary computational results on the PS10 Solar Power Plant. This plant
features 624 heliostats and is currently being operated in Spain.

On a speed-up in finding multiple reload patterns for
nuclear reactors of WWER type
Roman Cada

The nuclear reload pattern optimisation represents a complex and chal-
lenging task from mathematical perspective. Usually fuel assemblies
are given and a suitable set of mutually different reload patterns is to
be found.

This is important in particular in the case of multicycle optimisation
which might be sensitive to small changes (perturbations) in the chain
of reload patterns.

We first review some methods from literature and show their behaviour
from practical point of view, i.e. regarding speed of convergence, qual-
ity of the solution and stability of optimisation process.

We discuss then an attempt to the design based on a deeper mathemati-
cal investigation of the solution space and by using parallel algorithms.
Mainly we are interested in getting very good approximations during
available (usually short) computational time.

Arbitrage Conditions and Contract Valuation for
Electricity Markets with Production and Storage
Raimund Kovacevic

We consider a market at which electricity is produced from fuel. Sev-
eral generators, fuel storage, and the related costs are considered.
Based on stochastic optimization in Banach spaces, we derive a neces-
sary and a sufficient no-arbitrage conditions and analyze them further
in the context of (potentially nonlinearly) autoregressive price models.
For this large class of statistical models, it is found that the necessary
condition can be rejected only in very unrealistic cases. The sufficient
condition, however, leads to a simple logical constraint that can be

71



TD-12

OR2018 — Brussels

used for restricted parameter estimation and for testing the hypothe-
sis of absence of arbitrage. Finally, we analyze the consequences of
these findings for contract valuation and for tree construction in the
stochastic optimization context.
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The usefulness of the Beer Distribution Game as an
experimental paradigm in Behavioural Operations
Andreas GroBler

Besides tasks related to the Newsvendor Problem, the Beer Distribu-
tion Game has widely been used to derive insights in Behavioural Op-
erations Management. It is used as an experimental paradigm on which
many studies are based. Mostly, such studies employing the Beer Dis-
tribution Game investigate the sub-optimal ordering behaviour of par-
ticipants, leading to the well-known Bullwhip phenomenon. A variety
of behavioural reasons for the occurrence of the phenomenon has been
identified, including underweighting of the supply line, hoarding ten-
dencies, and insufficient forecasting. Together with structural charac-
teristics of the game, in particular material and information delays or
opaqueness of demand, these behavioural reasons are shown to lead to
inventory fluctuations that grow in amplitude upstream the supply line.

Recently, some criticisms have been raised regarding the validity and
usefulness of the Beer Distribution Game as an experimental paradigm.
These included questions about the prevalence of the Bullwhip phe-
nomenon in more complex supply networks, the relevance of the
phenomenon in real industry given the ubiquity of advanced supply
chain information systems, the weak theoretical foundation of the phe-
nomenon, the emphasis on time pressure during game runs, the con-
centration on cost as performance indicators instead of profits, the us-
age of a quite specific demand pattern, and the missing communication
possibilities during the game. Despite these issues, the Beer Distri-
bution Game has some beneficial features that make it an interesting
experimental tool: it has been used in a wide range of contexts and
over an extended period of time, data for comparisons is available, its
face validity is high, the rules of the game are simple, it adds mild ran-
domness as well as strong dynamic complexity to the decision-making
task, and it is a task that requires collaboration while also maintaining
a certain degree of competitiveness.

The purpose of the presentation is to discuss the pros and cons of using
the Beer Distribution Game in Behavioural Operations Management:
common misunderstandings of game structure and rules are outlined;
the ecological validity of the game is scrutinized; characteristics of the
game are compared to alternatives. The presentation proposes a mix-
ture of empirical and simulation-based investigation as proper methods
to use the Beer Distribution Game in Behavioural Operations Manage-
ment.

Tangible versus non-tangible measurements of hu-
man stock-flow thinking ability
Jiirgen Strohhecker

Behavioural operational research has accumulated evidence that many
even highly educated people show a surprisingly poor mental ability
to correctly infer the behaviour of even the simplest stock-flow sys-
tems consisting of only one stock, one inflow, and one outflow. This so
called stock-flow-failure is shown to be a robust and persistent phe-
nomenon comparable to the deep-rooted issues that people have in
probabilistic judgments. It severely hampers human decision making
in dynamic operational systems. Typically, stock-flow ability is mea-
sured using paper and pencil tasks that present a dynamic stock flow
challenge, for instance determining the outflow from a stock whose in-
flows over time are provided. The purpose of this paper is to present
an alternative, more naturalistic way of assessing this ability. A tangi-
ble stock-flow experiment is used in this study, which asks participants
to pour a certain amount of water into a glass through a funnel in an
as short time as possible. A range of measures of stock-flow thinking
ability in this more naturalistic setting is derived and compared to the
traditionally used more abstract indicators. Findings are that tangible

and non-tangible measures are less related than expected. Measure-
ment seems to make a difference. The methodological implication of
this study is that more attention has to be paid to the way how stock-
flow thinking ability is measured. Further research should extend this
study by using a broader range of tangible stock-flow tasks and include
individual differences of the participants.

3 - A System Dynamics Model to Explore the Impact of
Resource Availability on Mitigating Pandemic Risk
Jim Duggan

With the convergence of risk factors driving disease emergence, am-
plification and dissemination of pandemic prone pathogens, emerging
diseases pose a greater threat to mankind now than ever before. A key
challenge for pandemic planning is assess the resilience of their health
systems to cope with the demands brought on by the emergence of a
new infectious agent, and to plan in an optimal manner to minimize ad-
verse health and security outcomes. The acquisition and deployment
of health system resources is a crucial activity for mitigating the im-
pact of a pandemic. This research draws on the conceptual approach
of Forrester’s Market Growth Model to identify the key feedbacks for
this pandemic preparedness planning. The dynamic model is based on
the SEIR structure, and includes health systems features such as the
vaccine supply chain, and key resources such as anti-virals, hospital
beds, and surge capacity intensive care unit beds, and surge capacity.

The model shows important feedbacks, and how resource availabil-
ity determines health outcomes. The model building process was in-
formed by systematic literature reviews, expert workshops in public
health surveillance and solutions, in-depth interviews with domain ex-
perts. Many ensembles of results are analysis using statistical screen-
ing, and the most influential parameters identified. The value of this
model is that it can be used as part of an integrated planning approach,
and provide public health professionals with an assessment of their
preparedness for a pandemic event. The system will also allow for the
quantification of resources required, and provide guidance as to the op-
timal ways to allocate these resources in order to minimise morbidity
and mortality rates.
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1 - Trajectory Optimization for Wire-Arc Additive Manu-
facturing
Armin Fiigenschuh, Markus Bambach, Johannes Buhl

Due to the emerging new technology of additive manufacturing (AM),
certain mechanical components that are currently manufactured by
metal cutting operations could be manufactured without substantial
material removal by AM processes. As AM process we consider the
so-called wire-arc additive manufacturing (WAAM) process in this
work. The wire is melted using high temperatures produced by an
electrical arc, and then transferred as droplets onto the workpiece. The
component is built layer-wise, from bottom to top. In each layer, the
welding torch deposits the molten wire droplet-by-droplet to the de-
sired position. Path planning is crucial for process time and part qual-
ity. Deadheading is allowed, if the shape in a certain layer cannot be
drawn continuously. The most critical restrictions are due to the enor-
mous heat input to the workpiece from the electrical arc. The heat is
critical in the process, since it leads to stress in the workpiece and thus
is a potential source of deformations. For a single layer, we thus de-
scribe the optimization problem of how to partition a given traverse
into continuous segments that are manufactured without intersection,
and deadheading between two segments, such that deadheading is min-
imized in order to finish the WAAM process as fast as possible. As a
further constraint of the optimization, the accumulated heat is tracked
and the local amount of heat or the heat gradient between neighbor-
ing positions should be below a given threshold. A further variant of
the problem considers not only a single layer, but several consecutive
layers, in order to increase the stability of the component and to avoid
certain problems that occur when simply extruding the single-layer so-
lution into the third dimension. We give a formulation of these prob-
lems as a mixed-integer programming problems and demonstrate the
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applicability of standard mixed-integer solvers for their solution on a
test-bed of components.

Computation of Stable Honeycomb Structures for
Additive Manufacturing

Georg Radow, Martin Béhr, Michael Breul3, Armin
Fiigenschuh

In certain additive manufacturing (AM) processes of industrial inter-
est, the task arises to build up structures layer-wise from bottom to top
in a purely vertical manner. Such orthographic structures are of spe-
cific interest if the printed material is soft at the moment when it is
applied, as for instance in wire-arc AM where molten wire is trans-
ferred in droplets during printing. However, the question arises how
to construct in a convenient way a printed orthographic structure that
is structurally as stable as possible. In this paper, we proceed in two
stages towards that goal.

In the first stage, we consider the automatic construction of a honey-
comb structure given the boundary shape of a structure. In doing this
we employ Lloyd’s algorithm in two different realizations. For com-
puting the incorporated Voronoi tesselation, which is the central point
of the method, we consider either the use of a Delaunay triangulation
or the eikonal equation. We give an extensive comparison of these two
methods that are methodically very different. While finding a Delau-
nay triangulation as the dual graph of the Voronoi diagram is based on
geometric arguments, the eikonal based approach makes use of a dis-
cretization of the corresponding partial differential equation. Thereby
the number of seed points used for constructing the Voronoi tesselation
is a design parameter. This is important in practice since it yields a way
to take into account for instance total weight of a planned structure in
the design process.

In the second stage, we consider the arising graph of the computed hon-
eycomb structure as input for a specific routing scheme. The routing
is proposed in order to (i) allow a maximal time before revisiting the
same point during printing, and (ii) traversing the structure in different
ways when applying the material layer by layer.

Combining machine learning and metaheuristics for
the black-box optimization of product families - a
case-study investigating solution quality vs. compu-
tational overhead

David Stenger, Lena Charlotte Altherr, Dirk Abel

Large production volumes and competitive markets require products
with a particularly cost-efficient design. To design new products opti-
mally, engineers need to make a high number of interdependent design
decisions within the development phase in order to achieve minimal
cost while still complying with technical requirements. Multi-domain
virtual prototyping provides product designers with a wide variety of
tools such as FEM/FVM to assess the technical feasibility and cost of
individual product designs. However, these tools often require sub-
stantial computational effort for only one design evaluation. There-
fore, the usage of mathematical optimization methods is a promising
alternative to engineering intuition and brute force methods. For be-
ing competitive in an industrial setting, the mathematical optimization
methods have to use as little expensive design evaluations as possible.
Metamodel-based optimization is a black-box optimization approach
with which one tries to maximize the usage of the information gained
with each design evaluation by constructing a "fast-to-evaluate" data-
driven surrogate model for the "slow-to-evaluate" simulation model.
Promising designs are chosen by optimization on the metamodel and
are evaluated on the "slow-to-evaluate" simulation model. In our case,
the results of this evaluation are used to iteratively update the meta-
model, thus improving its quality in promising regions. This approach
has been extensively investigated for single product design, and has
significantly reduced the computational effort. In this work, we apply
this approach to the optimal design of platform-based product families.
Such product families consist of a number of different product variants,
which satisfy different customer requirements. They may share com-
mon platform parameters, which typically results in cost savings due
to the beneficial use of common parts. In the joint product platform se-
lection and design problem, the platform configuration (stating which
parameter is identical for which product) and the value of these plat-
form parameters are optimized simultaneously, resulting in a mixed
integer problem. We compare the usage of different types of Gaussian
process regression metamodels adapted from the domain of machine
learning and combine them with an efficient metaheuristic to search
for promising candidate designs for the whole product family. We il-
lustrate our approach for an exemplary product family and investigate
the trade-off between solution quality and computational overhead.
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Flexible Multi-choice Goal Programming
Sakina Melloul, Hocine Mouslim, Mohamed Benbouziane

Herbert A. Simon states that modern managers wish to be satisfied by
reaching their goals subject to the optimization of a single objective.
In such situations, The new version of Multi-Choice Goal Program-
ming (New-MCGP) model presented by Jadidi in 2015 is considered
as a novel technique in Operational research and management science
to help Modern Managers (MM) to solve multi-criteria management
problems by using linear utility functions (LUFs). In other words, the
new technique of MCGP with LUFs reflects a good approximation of
these decisions making situations for modelling the fuzziness and the
managers preferences. However, in practice, there are many situations
where Modern Decision Makers (MDMs)/Modern Chief Executive Of-
ficer (MCEO) could not presented their preferred utility functions as
linear in form. In this paper, an efficient methodology is presented
using the technique of Quasi-concave Utility functions (Qu-UFs) in
which the concept of Flexible GP (F-GP) is introduced for modelling
the flexibility of (MDMs)/(MCEO)’s preferences instead of their clas-
sical crisp preferences (LUFs) to solve this type of problems. The
formulated problem is treated as a nonlinear programming problem in-
volving mixed flexible and crisp deviations. The proposed formulation
provides (MDMs) with more flexibility of control over their prefer-
ences. Finally, an illustrative example is presented to demonstrate the
effectiveness of our proposed model.

Comparison of fuzzy multi-objective nonlinear pro-
gramming models under different membership func-
tions

Ozlem Akarcay, Nimet Yapici Pehlivan

Fuzzy set theory proposed by Zadeh (1965) has been applied to several
fields. Bellman and Zadeh (1970) first proposed concept of fuzzy deci-
sion making. After the pioneering work of Bellman and Zadeh (1970),
application of fuzzy set theory to decision making has been done by
many authors. Negoita and Sularia (1976) first applied fuzzy set the-
ory to linear programming (LP). Zimmermann (1976) introduced fuzzy
sets into an LP problem with fuzzy objective function and constraints.
Zimmermann (1978) extended fuzzy LP method to a multi-objective
linear programming (MOLP) problem with linear membership func-
tions to represent fuzzy objective functions. Fuzzy nonlinear pro-
gramming model with a fuzzy goal and fuzzy constraints is developed
by Trappey et al., (1988). Fuzzy multi-objective nonlinear program-
ming (FMONLP) is introduced by Sakawa (1984) as an extension of
fuzzy linear programming (FLP). In the method, assuming that deci-
sion maker (DM) has fuzzy goals for each of the objective functions
in rnultiobjective nonlinear programming (MONLP) problems consid-
ering five types of membership functions; linear, exponential, hyper-
bolic, hyperbolic inverse, and piecewise linear functions. The DM’s
compromise or satisficing solution can be obtained from the Pareto
optimal solution set by choosing one of the three possible fuzzy de-
cisions. Sakawa et al. (1984) presented an interactive fuzzy decision
making method for the solution of MONLP problems (Sakawa, 1993;
Liang, 2006). Singh and Yadav (2016) formulated a multiobjective
nonlinear programming problem in intuitionistic fuzzy environment,
then the problem is converted into crisp problem. They also proposed a
nonlinear membership function and developed various approaches for
solving it by using different operators and fuzzy programming tech-
nique.

In the FMONLP model with objective functions fi(X), i=1,2,...k and
inequality constraints gj(X), j=1,2,....m, all objective functions are
asssumed as convex and differentiable and also constrained set X is
convex and compact (Sakawa, 1993). Generally, linear membership
functions have been used for all fuzzy sets for solving fuzzy mathemat-
ical programming problems. Zangibadi and Maleki (2013) analyzed
concave or convex shaped nonlinear membership functions.

In this study, we aimed to give a comparative analysis of fuzzy multi-
objective nonlinear programming models under different linear and
nonlinear membership functions via a numerical example.
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Relaxation of L.I.A. property on drift-diffusion models
Kei Takahashi

This paper proposes a systematic extension of drift-diffusion model
(DDM) with correspondence to the generalized nested logit model
(GNLM). The DDM is a stochastic and discrete choice model con-
sidering clearly micro duration to make a decision. A basic and typical
DDM is under binomial choice situation. We observe a chosen alter-
native and duration to make a decision, and estimate parameters of the
model with these information. Using information of duration to make
a decision, higher accuracy of choice probability can be expected with
DDMs than with classical random utility models (e.g. Logit and Pro-
bit models). We usually choice multi-alternatives that have complex
externalities among them in real marketing situations. Classic DDMs
are extended to treat multi-alternatives by Krajbich and Rangel (2011).
Many studies including Krajbich and Rangel (2011) conduct empir-
ical analysis under control conditions, showing subjects alternatives
in symmetric position on monitors. In real marketing situation, there
are not only multi-alternatives but also similarities between these al-
ternatives. When considering similarity between alternatives within
choice models, we need to relax independent from irreverent alterna-
tives (L.I.A.) property on choice models. However, classic DDMs sat-
isfy LI.A. property. We propose a new hierarchical DDM using the cor-
respondence relation between binominal logit model and DDM shown
in Webb. We show choice probability in the proposed model is that
in the specific GNLM that is extended from the binomial Logit model.
In addition, we make an interpretation of our DDM process as a lex-
icographic choice process when we employ the nesting rule shown in
Takahashi (2011).
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Digital products:
strategy
Tobias Volkmer, Thomas Spengler

An optimal production program

The advancing digitalization opens various opportunities for enter-
prises to expand or change their existing production processes and
production program. In the latter case, besides "classical" products,
digital products are increasingly becoming the focus of suppliers and
consumers in many fields. From a strategic management perspective,
there is a need for continuous clarification, in which kind of "classical"
and digital product fields companies want to operate in the future. In
order to determine the optimal combination of "classical" and digital
products, we propose a mixed integer program (MIP). Therefore, we
extend a standard model for strategic production program decisions by
adding components regarding the size and the composition of digital
product fields. Since future data cannot be determined precisely, we
additionally take uncertainty into account by considering data in dif-
ferent constellations and linking them to interval probabilities. The
optimal solution of this MIP is robust to different future data constel-
lations.

Tactical Planning of Modular Production Networks in
the Chemical Industry: A Case Study of Specialty
Polymers

Tristan Becker, Bastian Bruns, Stefan Lier, Brigitte Werners

Faced with new challenges, the chemical industry strives for more di-
versified product portfolios. Product life cycles are becoming shorter
and lead to an increased uncertainty in product demands with regard to
volume, location and type. To efficiently cope with highly individual
demands, modular production concepts are considered. Experiments
with prototype plants have shown economic and technical opportuni-
ties for the individualized production of specialty chemicals. Modular
plants can be installed in standard transportation containers and may
operate at decentralized facilities in direct proximity to customers or
suppliers. New modular plants can be added and existing plants can
be relocated in the short-term to adapt to changing demand conditions.

For an efficient utilization of the increased flexibility provided by mod-
ular plants, tactical planning must incorporate the new flexibility op-
tions. We study the case of modular production concepts for a chemi-
cal company in the market of specialized polymers. The products vary,
among other things, in colour, softening and their ability to resist ultra-
violet light. The production process scales well to small-scale produc-
tion with transportation containers. Production network planning has
to determine the number and type of modular plants to be placed at pro-
duction facilities each period, as well as the production and distribution
of products to customers. During the planning horizon, adjustments to
the network have to be made by relocating modular plants or reducing
and expanding the number of plants at the decentralized facilities. We
develop new mixed-integer programming formulations for the tactical
planning of the modular plant specialty polymer production network.
By varying key parameters, we discuss the influence of future devel-
opments in modular technology on the economic benefits of modular
production concepts for specialty chemical production.

Solution approaches and incentive schemes in col-
laborative operations planning
Margaretha Gansterer, Richard Hartl

Collaborative operations planning is a key element of modern supply
chains, where firms are forced to overcome inefficiencies in order to
stay in business. The spectrum of collaborative operations planning
goes from simple coordination of plans to centralized decision mak-
ing. This might require that actors are willing to reveal parts of their
business information to coalition partners. Digitalization and emerg-
ing concepts like cloud manufacturing make it possible that data can
be exchanged extremely fast and in secure environments. However,
firms are still not willing to reveal critical data like their existing cus-
tomers, cost structure or capacities. Thus, collaborative planning de-
mands for distributed decision making mechanisms, where no sensi-
tive information has to be shared. We discuss different collaborative
planning problems arising in operations management. Auction-based
mechanisms are renowned methods in the field of decentralized deci-
sion making. This is based on the advantage that agents are enabled
to indirectly share preference values, without having to reveal criti-
cal data. Based on a computational study, we investigate problems,
where such mechanisms are powerful, but we also show their limita-
tions. Dealing with collaborative decision making, we have to take
game theoretical aspects into account. We identify desirable properties
of the proposed mechanisms and elaborate on incentive compatibility
and side payments.




OR2018 - Brussels TE-01

Thursday, 16:00-18:00
B TE-01

Thursday, 16:00-18:00 - 1a. Europe a
GOR General Meeting

Stream: Meetings
Invited session
Chair: AIf Kimms

75



FA-01

OR2018 — Brussels

Friday, 9:00-10:40

FA-01

Friday, 9:00-10:40 - 1a. Europe a

Demand based optimization modeling in
transportation

Stream: Traffic, Mobility and Passenger Transportation
Invited session
Chair: Meritxell Pacheco Paneque

1-

76

Bi-objective model for optimal size and shape of a
rectangular facility
Masashi Miyagawa

This paper presents a bi-objective model for determining the size and
shape of a finite size facility. The objectives are to minimize both the
closest and barrier distances. The former represents the accessibility
of customers, whereas the latter represents the interference to travel-
ers. The total closest and barrier distances are derived for a rectangular
facility in a rectangular city where the distance is measured as the rec-
tilinear distance. The analytical expressions for the total closest and
barrier distances demonstrate how the size and shape of the facility
affect the distances. The model focuses on the tradeoff between the
closest and barrier distances, and the tradeoff curve provides alterna-
tives for the size and shape of the facility.

Modelling competition in demand-based optimiza-
tion models
Stefano Bortolomiol, Virginie Lurkin, Michel Bierlaire

Oligopolies are markets dominated by a small number of players com-
peting for the same pool of customers. These players are utility maxi-
mizers, and their strategic decisions are influenced by both the prefer-
ences of the customers and the decisions of their competitors. In our
work, the preferences of the customers are modelled at a disaggregate
level according to the random utility theory, while competition among
market players is modelled as a non-cooperative game.

We discuss some methodological approaches to model competition in
a demand-based optimization framework which is particularly suit-
able for oligopolistic markets. Such approaches allow us to analyze
oligopolies from three perspectives: at a customer level, by using dis-
crete choice models to take into account preference heterogeneity and
to model individual decisions; at an operator level, by solving a mixed
integer linear program that maximizes any relevant objective function;
and at a market level, by investigating the concept of Nash equilibrium
in the resulting non-cooperative multi-leader-follower game. At the
latter level, in order to find equilibrium solutions for this type of prob-
lem, we investigate the following solution approaches: an algorithm
based on the fixed-point iteration method to model sequential games;
a mixed integer linear program that enumerates the pure strategy Nash
equilibria of a finite game; and an extension of this mixed integer linear
program in which competitors are allowed to play mixed strategies.

Preliminary results show that it is possible to find pure strategy Nash
equilibria of games having both a finite and an infinite strategy set.
However, Nash’s existence theorem only guarantees the existence of
at least one mixed strategy equilibrium for finite games. Therefore,
in the current phase of our research, particular emphasis is placed on
the development of a model that finds mixed strategy Nash equilibrium
solutions for finite games.

Choice Modeling of Passenger Car Purchase Behav-
ior
Hendrik Schmitz, Reinhard Madlener

The automotive sector remains one of the key industries in many Euro-
pean countries and worldwide. Therefore, developments in this sector
have wide reaching implications both for the industry itself, but also on
a wider economic scale. Understanding the decision making process
of car buyers is crucial for car manufacturers and policy makers alike.
This paper analyzes the car purchasing behavior of new car buyers in
five major European markets (Germany, France, the UK, Spain, and
Italy). Exploiting a uniquely detailed set of survey data ranging from
2008 to 2017, we find the determinants of car buyers’ decision mak-
ing behavior with regard to brand and model choice. The data covers
an extensive set of variables related to the car buyers and their deci-
sion making process. Using discrete choice modeling, we derive the

Willingness to Pay (WTP) for different attributes. In particular, we are
interested in understanding the choices of consumers regarding brand
loyalty. We conduct our analysis based on a mixed logit framework.
Mixed logit provides a flexible and computationally feasible solution
for modeling car adopters’ choices. Mixed logit (MXL) can solve two
major limitations of less sophisticated specifications, such as the multi-
nomial logit (MNL) model. The first limitation is the Independence
of Irrelevant Attributes (ITA), which forces the substitution patterns to
be fixed between alternatives. Furthermore, unlike MNL, mixed logit
models are able to capture differences in preferences that are not linked
to observed attributes (random heterogeneity). A drawback of using
mixed logit is the lack of a closed form solution of the log-likelihood
function used for estimating the coefficients of the parameters. Instead,
the results are obtained via numerical simulation. Preliminary analyses
show significant fluctuations between car segments over time. Across
all markets, buyers move from medium- and full-size cars towards both
smaller cars and larger SUVs and Off Road vehicles, respectively. The
causes of these developments and their implications and connection to
brand loyalty in the five European markets considered are yet to be
analyzed in more detail. The full results will allow us to identify key
drivers in brand loyalty across consumers. A particular focus is on the
heterogeneity between different consumer groups. Furthermore, we
put additional emphasis on the possible asymmetry between loyalty
and disloyalty. While previous studies often treat loyal and disloyal
behavior as two sides of the same coin, first results indicate that they
might have very different drivers, meaning that brand disloyalty is a
distinct behavior worth investigating, instead of the simple absence of
loyalty.

A Lagrangian relaxation technique for the demand-
based benefit maximization problem

Meritxell Pacheco Paneque, Bernard Gendron, Virginie
Lurkin, Shadi Sharif Azadeh, Michel Bierlaire

Discrete choice models are the state-of-the-art of demand modeling
at the disaggregate level. Their integration with Mixed Integer Lin-
ear Programming (MILP) models provides a better understanding of
customers’ preferences to operators while planning for their systems.
However, the formulations associated with discrete choice models are
highly nonlinear and non convex, and therefore difficult to include in
MILP models. In order to overcome this limitation, we propose a linear
formulation of a general discrete choice model that can be embedded
in any MILP model by relying on simulation.

This approach can be used to model numerous applications, such as
the design of a train timetable in transportation or the shelf space al-
location problem in retail. For the sake of illustration, we characterize
a demand-based benefit maximization problem where an operator that
sells services to a market, each of them at a certain price and with a
certain capacity (both to be decided), aims at maximizing its benefit,
understood as the difference between the generated revenues and the
operating costs. Despite the clear advantages of this integration, the
size of the resulting formulation is high, which makes it computation-
ally expensive.

Given the underlying structure of the demand-based benefit maximiza-
tion problem, we use Lagrangian relaxation to decompose it into two
separable subproblems: one concerning the decisions of the operator,
that can be written as a Capacitated Facility Location Problem (CFLP),
and the other referring to the choices of customers, for which we need
to develop additional strategies to further decompose the resulting for-
mulation along the two dimensions that, by design, allow to decompose
the problem (the customers and the draws). Indeed, each customer
solves aims at maximizing their own utility, and each draw represents
an independent behavioral scenario. However, we notice that it cannot
be directly decomposed in independent subproblems for each customer
n and scenario 1, as all the customers are combined together in the ob-
jective function and in the constraints managing capacity allocation,
and the draws are also coupled in the objective function. Finally, we
consider an iterative method called subgradient method to optimize the
Lagrangian dual.
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Validation and Calibration of a Model of Pedestrian
Dynamics by Travel Time Distribution Analysis
Tobias Kretz

To further the degree of realism of a simulation model it is essential
to calibrate it with empirical data. Initial steps to do so and most of
the literature for pedestrian simulation models are based on average
values (e.g. flow through a bottleneck) or distributions of basic input
properties (e.g. free walking speeds) for this purpose.

Here we report about a laboratory experiment and its results where we
measured the distribution of dwell times of individuals in a room as
part of a crowd that walked through a bottleneck with insufficient ca-
pacity, much like some previous experiments (Bukacek, Hrabdk and
Krbélek 2014). These results are compared with results of a Social
Force Model simulation software (PTV Viswalk).

In summary the comparison of empirical results simulation results with
mostly default parameters - minimum adjustments were made to match
average travel times - shows a much sharper distribution of dwell times
than the simulation results. Compared to the empirical results, simula-
tion results peaked at smaller dwell times and the distribution extended
to much higher dwell times for a small number of individuals.

This discrepancy could be reduced significantly by varying the value
of Social Force Model parameter tau with the desired walking speed,
whereas in standard settings (of the particular simulation software, but
also various publications not related to that software) only walking
speeds vary while the value of parameter tau is fixed.

The race|result measurement technology allows an identification of in-
dividuals when they entered as well as when they left the room. With
this information it was possible to count the minimum number of over-
taking events (when the sequence of two persons leaving was swapped
compared to when they entered the room). The empirical data showed
a much more peaked distribution then the simulated data and again
the matching could be improved by varying the value of parameter tau
with the desired speed. In sum this indicates that Social Force Mod-
els tend to yield more realistic results and are easier to be calibrated if
not desired speed and tau are set as independent variables, but desired
speed and the ratio desired speed over tau - which one may call "base
acceleration".

This is particularly interesting insofar as model realism is discussed
usually in terms of either model (algorithm resp. equations of motion)
comparison or parameter value choice. Here it is the relation of param-
eter value distributions which makes for a significant difference.

Reducing variability in passenger transfer times with
two management strategies inside transportation
hubs

Nicholas Molyneaux, Riccardo Scarinci, Michel Bierlaire

With the current trend of increasing the number and length of trains
on the existing railway networks up to saturation, the schedule adher-
ence has become critical. The scope for delay is diminishing and delay
propagation is a recurrent issue with saturated networks. One of the
many possible sources for delay comes from the excess time induced
by pedestrian congestion inside the train stations. Indeed, sufficient
time must be planned in order to guarantee that connecting passengers
can catch their connections. As to minimize the risk of cascading delay
induced by the wait for passengers to change services, the train opera-
tors need reliable estimations of the walking times between platforms.
The transfer times required for pedestrians to change platform depend
on the dynamics taking place inside the station. High spatio-temporal
variability in congestion occurs as the trains alight their passengers. On
one hand, synchronizing the arrival of trains inside the station means
many different connections are available, but on the other, when many
trains arrive at the same time pedestrian congestion can occur, hence
leading to a decreased level of service and higher travel times and travel
time variability. As an increase in the time between train arrivals will
likely decrease the attractiveness of the train network, keeping an ac-
ceptable level-of-service during these highly congested times is de-
sirable. One direction for achieving this objective is to influence the
choices pedestrians make. This can be accomplished by implement-
ing control and management strategies inside the infrastructure. As
for vehicular traffic, various strategies can be conceived. They can in-
fluence different levels of decision-making, and be considered as soft
strategies (like information or guidance) or hard ones (like physical
barriers). In order to evaluate the effectiveness of two management
strategies, a framework capable of simulating the impact of them is
developed. The first strategy which is proposed is the usage of gates
for controlling the flows of pedestrian entering sensitive areas like cor-
ridor intersections. The second strategy consists of a mechanism for
separating opposing flows and therefore preventing counter-flow from

occurring. These strategies will be evaluated based on travel time de-
rived indicators. Focus is given to the mean and variance of the travel
times of the pedestrians with similar departure times. The expected
results are a reduction in travel time variability and possibly a decrease
in mean travel time as well. The results will be compared with em-
pirical pedestrian tracking data to validate them. Future work includes
more advanced formulations of the management strategies and the de-
velopment of a simulation-based optimization framework in order to
calibrate the parameters of the management strategies.

3 - A Data-driven Approach for Modeling and Managing
Visitor Flows
Stefan Seer, Christian Kogler, Thomas Matyus, Helmut
Schrom-Feiertag, Martin Stubenschrott

The need for optimizing crowd flows is driven by trends in urbaniza-
tion, economic growth, technological progress, and environmental sus-
tainability. In the context of tourism, the continuously growing num-
ber of tourists visiting European cities, such as Venice, Barcelona and
Dubrovnik, has led to increasing concerns for environmental sustain-
ability and has even brought up anti-tourism movements. This raises
the question on how existing space capacities can be better used and
visitor flows can be managed in such a way that visitor satisfaction,
environmental protection and economic returns are optimized. To ef-
fectively deal with these challenges, crowd management has to move
beyond the traditional "point in time" optimization approach, to a more
dynamic planning approach in which plans and execution are continu-
ously adjusted as needed.

This work presents a data-driven approach for crowd modeling, anal-
ysis, and decision-making which enables the strategic and operational
management of crowd flows in the context of tourism. The applica-
bility of the proposed crowd management system for visitor flows is
demonstrated at the highly frequented tourist attraction "Schonbrunn
Palace" in Vienna, Austria. Based on automatic counts, paths derived
from WiFi-enabled mobile devices and the number of ticket sales, we
extrapolate visiting sequences and dwell times at key representative
locations inside the palace. The analyzed crowd flow data is incorpo-
rated into a crowd simulation model that allows to examine visitors’
movement behavior in greater detail. This simulation-based prediction
and analysis of visitor flows reveals valuable information for planning
such as crowd density, local congestions and capacity estimations.
The resulting decision support tool combines the analysis of crowd
flow data and simulation, and enables to compare a multitude of sce-
narios within a short time frame (i.e. simulating an entire day within
several minutes). The scenario definition is simplified for the user since
measured crowd flow data can be imported for selected days and con-
verted into visitor demand. Hence, the right measures for optimizing
visitor flows can be identified in retrospect and their impact can be
continuously evaluated after implementation. As such congestions and
waiting times can be reduced thus creating added value for visitors and
ultimately higher customer satisfaction for tourist attractions. Further-
more, the historical structure of buildings can be better protected by
reducing the number of touches in the crowds which in addition con-
tributes to the safety of the visitors.
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1- Crowdsourced Logistics: The Pickup and Deliv-
ery Problem with Transshipments and Occasional
Drivers
Stefan Voigt, Heinrich Kuhn
Economic pressure as well as environmental considerations enabled
through mobile technology and digitalization give rise to the Sharing
Economy. An application of the Sharing Economy is crowdshipping,
where occasional drivers share their time and excess capacity of their
vehicle to ship parcels to the final destination.

The presentation considers a setting, in which a courier, express and
parcel (CEP) service provider operates its own fleet of vehicles (regu-
lar drivers) to ship parcels from the central depot to customers. Besides
the company uses a platform where occasional drivers offer their will-
ingness to deliver some parcels, which are on or nearby their planned
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route. The origin and destination of the planned route of an occasional
driver are transshipment points where another occasional driver or a
regular driver hand over or take on, respectively, the fulfilment of the
orders and the delivery of the parcels. The company seeks to minimize
the entire costs, which arise from the compensation paid to occasional
drivers and the distance travelled by regular drivers. The problem at
hand is modelled as pickup and delivery problem with transhipments
and occasional drivers (PDP-ToD), which leads to a mixed-integer pro-
gramming (MIP) model. We develop a specialized heuristic solution
approach, which solves practical-size problem instances in reasonable
computation times. The presentation provides insights how the number
and the location of transhipment points influences the cost-advantages
achieved when occasional drivers taking part in the delivery process.

Platooning in Vehicle Routing
Jorn Schonberger

Truck platoons are formed by several trucks that travel along a road
section at the same time logically (or electronically) coupled so that
the gap sizes between these vehicles are very small. As a consequence
significant fuel savings for the platoon leader truck as well as for the
other platoon members are possible. Within this talk, we discuss chal-
lenges arising from the integration of platoon formation into vehicle
routing tasks. Furthermore, we present some modelling concepts for
the consideration of platoon formation simultaneously to the vehicle
route compilation. First computational results are presented and dis-
cussed.

Digitalization of the Container Transportation and Lo-
gistics Industry - Research opportunities for OR
Stefan Guericke

In todays globalized world, many manufacturers are operating world-
wide supply chains, linking production facilities with warehouses,
commodity specific facilities (such as ripening chambers for perish-
able goods), distribution centres, wholesalers and retailers. Where
possible, goods are consolidated into standardized containers to im-
prove container handling efficiency and ease of switching transporta-
tion modes. In research, a strong focus has been given to the cus-
tomer side, whose objective is to plan efficient, robust and resilient
supply chains. The underlying infrastructure used to plan the supply
chain, such as complex liner shipping or intermodal transportation net-
works, is usually assumed to be a static network, where capacities,
prices and transit times for transportation are often contractually de-
fined. The manufacturer typically takes a holistic view on optimizing
the entire chain. In contrast, decision problems offered on the infras-
tructure supply side of container logistics (e.g. terminals, shipping
lines, intermodal transportation, equipment handling, warehouses) are
usually approached as separate decision problems with clear organiza-
tional boundaries, such as terminal planning or liner shipping network
design. Some approaches exist on integrating decision problems of
single actors, for example the berth planning and quay crane schedul-
ing problem occurring at container terminals. However, this isolated
view is only partially representing decision problems in today’s trans-
portation and logistics industry. Most of the large ocean carriers, such
as CMA CGM, COSCO Shipping and Maersk provide solutions for
container logistics beyond the commoditized sea transportation. Be-
sides owning and operating ocean vessels, they are increasingly in-
vesting in container terminals, stowage facilities and intermodal trans-
portation, transforming them rather into container logistics providers.
These companies are increasingly challenged with integrating planning
processes across previously independent actors to make containerized
transportation more efficient, cheaper and more attractive to their cus-
tomers. The contribution of this work is threefold: First, it provides an
overview of real-world planning problems occurring at an end-to-end
container logistics provider. It provides practical insights about this
industry and how decisions are linked across actors. Second, it classi-
fies recent academic work into these planning problems to provide the
state-of-the art in this research space. Third, it identifies research gaps
to handle the increasing integration of planning problems. Thereby,
new research opportunities of integrating planning problems and ap-
plying existing approaches to new field are presented.

Heterogeneous items in an integrated item-sharing
and crowdshipping setting
Moritz Behrend, Frank Meisel

An emerging concept of the sharing economy is the so-called item-
sharing in which members of a sharing community can temporarily
rent items from one another (peer-to-peer). This concept is particularly
useful for items that are needed on rare or just temporal occasions like,
for example, tools or leisure equipment. The matching of supplies and
requests for such items is typically coordinated via on-line platforms.

The actual forwarding poses a transportation challenge, as the peer-to-
peer exchange needs to address the highly inefficient ’last mile’ twice.
Crowdshipping is another concept of the sharing economy that pro-
vides an innovative means of transport. Registered private drivers with
upcoming planned trips by car, detour from their direct route within
certain bounds to pick up an item at its current location and to deliver
it to the location where it is requested. It has been shown that the inte-
gration of the two concepts on a single platform has great potential in
terms of profitability and service orientation. This result is, however,
obtained in a setting with homogeneous items in which total compat-
ibility exists between supplies and requests. Since sharing platforms
usually serve as a market place for a wide range of products we inves-
tigate here how this finding is affected when heterogeneous items are
considered. To this end, we generalize the problem setting such that
items of different product types are shared among community mem-
bers. We solve the resulting problem with an integrated framework
of a label-setting algorithm and a set packing problem. Experiments
are based on a case study for the city of Atlanta, Georgia. We dis-
tribute supply and request locations as well as origins and destinations
of crowdshippers within this region and estimate travel times from the
actual street network. In this setting, we consider a varying quantity of
different product types. Since crowdshipping is expected to gain in im-
portance as more product types are considered, we also vary the quan-
tity of available crowdshippers and their willingness to detour. The
goal is to obtain further insights into minimum requirements that allow
for successful crowdshipping on a large scale. The results show that
a high product variety reduces a platform’s profit. Anyhow, the effect
can be reduced to some extent if crowdshippers can be motivated to
accept longer detouring.
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A new flow-based formulation for parallel machine
scheduling
Daniel Kowalczyk, Roel Leus

In this paper we present a new formulation for the identical parallel
machine scheduling problem with weighted tardiness objective. This
formulation is based on the structure of a Binary Decision Diagram
that contains all the possible sequences of jobs that follow the rules
that were devised by Baptiste and Sadykov (Naval Research Logistics,
2009). These rules don’t exclude the optimal solution of a given in-
stance, but constrain the optimal solution to some canonical form. In
order to define these rules we need to partition the planning horizon
into periods (generally nonuniform). The new formulation has a large
number of variables and constraints and hence we apply a Dantzig-
Wolfe decomposition in order to compute the lower bound in reason-
able time. We show that the lower bound is stronger than the lower
bound that is computed with the classical time-indexed formulation.
This is also the first time a formulation with a coarser time discretiza-
tion than the time-indexed formulation is applied to a parallel machine
scheduling problem. The experimental results also show, however, that
the new formulation is weaker than the arc-time indexed formulation.
The advantage over the arc-time indexed formulation is the running
time of the column generation phase. To strengthen the LP relaxation
of the new flow-based formulation, we introduce new cuts.

Multiobjective optimization of noisy functions using
stochastic kriging

Sebastian Rojas Gonzalez, Hamed Jalali, Inneke Van
Nieuwenhuyse

Stochastic simulation optimization (hereafter sim-opt), refers to
stochastic optimization using simulation. Specifically, the underly-
ing problem is stochastic and the goal is to find the values of de-
cision variables to optimize some performance measures of interest,
which are evaluated via stochastic simulation. Since the evaluation of
such computational modules is often expensive, different approxima-
tion approaches have been developed to provide inexpensive metamod-
els (also referred to as surrogate models) of the underlying simulation
models. These have been used in some sim-opt algorithms to seek the
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optimum of the metamodeled function, considering the finite analysis
runs that can be afforded with the limited computing power.

In this work we consider an arbitrary black-box setting, where multiple
(expensive) performance measures are evaluated in a multidimensional
decision space, but cannot be directly observed and must be estimated
through a stochastic simulation model based on noisy observations.
To build the observed Pareto front (the observed non-dominated objec-
tive values), we propose a scalarization algorithm (SK-MOCBA) using
stochastic kriging [1] to sequentially search for candidate points in a
discrete decision space. The stochastic kriging metamodels allow us
not only to obtain fast approximations of the expensive functions, they
also take into account the intrinsic (heterogeneous) noise in the simula-
tion output. To assess the performance of the algorithm, we run it on a
testbed of benchmark functions for multiobjective optimizers obtained
from the literature, and compute well-known quality indicators, such
as hypervolume and IGD.

Relying only on the observed mean objective values to derive the
Pareto front, however, may entail two potential errors due to sampling
variability. A Type I error occurs when designs that actually belong
to the non-dominated set, are considered dominated. A Type II error
occurs when designs that are actually dominated, fall in the observed
Pareto front. To ensure a high probability of correctly selecting a non-
dominated design, we should smartly allocate the available computa-
tional budget to critically competitive designs, based on their observed
performance and variance. Analogously, we should not spend bud-
get on those designs that are clearly dominated. To do this we use
MOCBA (Multiobjective Computing Budget Allocation [2]), one of
the few approaches in Multiobjective Ranking and Selection, and eval-
uate its impact on the overall performance of the algorithm.

[1] Ankenman, B., Nelson, B. L., & Staum, J. (2010). Stochastic krig-
ing for simulation metamodeling. Operations Research, 58(2), 371-
382.

[2] Lee, L. H., Chew, E. P,, Teng, S., & Goldsman, D. (2010). Find-
ing the non-dominated Pareto set for multiobjective simulation models.
IIE Transactions, 42(9), 656-674.

Contiguous graph partitioning: who sits where?
Bart Vangerven, Dirk Briskorn, Dries Goossens, Frits
Spieksma

We research contiguous graph partitioning, specifically node partition-
ing in undirected, simple graphs. While node partitioning has already
been extensively researched, a distinguishing feature of the problem
we study in this paper is the objective function: to maximize the total
number of edges adjacent to nodes assigned to the same partition. In
other words, we aim to find a number of partitions that ’cluster’ the
maximum number of edges within partitions. The number of parti-
tions is known in advance. The size of each partition, which need not
be equal, is also known in advance. Another important characteristic
of the graph partitions we study in this paper, is the so-called conti-
guity of partitions. In other words, the partitions of interest need to
be connected, meaning that a path between every pair of nodes in the
same partition, that uses only nodes contained in that partition, needs
to exist. This partitioning problem has applications in e.g. seat assign-
ments in parliaments. In a parliament, every political party needs to
get assigned a number of seats, and the layout of the seats and their
adjacencies can be easily be represented by a graph where seats cor-
respond to nodes and adjacent seats are connected via edges. In this
setting, the objective function is a measure of how well members of
the same political party can communicate, e.g. by passing around doc-
uments. Hence we dub the problem the Seating Assignment Problem.
We prove that the Seating Assignment Problem is strongly NP-hard,
even in the case where contiguity is not required. In addition, we
present MIP formulations for several variants of the problem and ex-
tensions thereof. We also provide different types of cuts. Finally, we
present a computational study where we test the performance of dif-
ferent MIP formulations and cuts in three practical applications where
documented political discussions have shown the necessity of an ob-
jective, neutral seating assignment approach: the Flemish Parliament,
the Belgian Federal Parliament, and the House of Representatives of
the Netherlands.

An Improved Arcflow Formulation for the Skiving
Stock Problem

John Martinovic, Maxence Delorme, Manuel Iori, Guntram
Scheithauer

Because of the sharp development of (commercial) MILP software and
hardware components, pseudo-polynomial formulations have been es-
tablished as a viable tool for solving cutting and packing problems
in recent years. Constituting a natural (but independent) counterpart

of the well-known cutting stock problem, the one-dimensional skiv-
ing stock problem (SSP) asks for the maximal number of large objects
(specified by some threshold length) that can be obtained by recompos-
ing a given inventory of smaller items. Such computations are of high
relevance in many real-world application, particularly whenever an ef-
ficient and sustainable use of given resources is desired. For instance,
some (not exhaustive) areas of applications are given by: stimulating
economic activity (e.g., in periods of recession), efficient resource al-
location in wireless communications, multiprocessor scheduling prob-
lems, or manufacturing and inventory plannings. Further scientific rel-
evance of the SSP is given by the fact that it may also appear side-by-
side within a holistic cutting-and-skiving scenario.

After a short introduction to the skiving stock problem and some of its
most important ILP formulations, this presentation introduces a new
arcflow model for the SSP applying the idea of reflected arcs. The
main novelty of this approach is to only consider half of the bin ca-
pacity (i.e., a significantly reduced set of vertices), so that any pattern
is decomposed into two subpaths being connected by a reflected arc.
Thereby, the number of arcs of the arcflow graph can be decreased
considerably compared to the original formulation. In particular, this
new model is shown to possess significantly fewer variables as well
as a better numerical performance compared to the standard arcflow
formulation.
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An Adaptive Large Neighborhood Search Heuristic
for Jointly Solving Storage Location Assignment and
Picker Routing Problem

Necati Aras, Berk Gorgiilii

In this paper we develop a heuristic based on adaptive large neigh-
borhood search for the solution of a problem that is encountered in
warehouses and distribution centers (DCs) operating in supply chain
networks. The problem focuses on order picking operation carried out
in a warehouse to satisfy orders placed by stores/retailers. The order
picking process is executed based on a manual picker-to-parts system
in which (human) pickers move to the storage location of the parts.
Moreover, we consider a low-level picker-to-parts system operated un-
der a pick-by-order picking policy, which is still common in DCs op-
erated by major retailers in many countries. This is the case in par-
ticular when the retailer owns geographically dispersed stores which
are supplied from several mid-sized warehouses in a metropolitan city.
In this study we investigate the simultaneous solution of the storage
assignment problem and picker routing problem by assuming that the
layout design and dimensioning of the storage system are assumed to
be given. The problem that we refer to as the joint storage assignment
and picker routing problem (JSAPRP) involves assigning items to stor-
age locations (storage assignment problem) and deciding on the route
of each picker (picker routing problem). The performance measure of
interest is the minimization of the total travel distance of the pickers
traversed for satisfying the orders during a given period. Since a math-
ematical model developed for the JSAPRP in a previous study cannot
handle instances of realistic size, we opt for developing a heuristic
solution method based on adaptive large neighborhood search. Com-
putational results obtained on numerous experiments reveal that this
heuristic outperforms some traditional heuristics suggested in the liter-
ature in terms of the total traveled distance. Furthermore, experiments
performed on a real case study indicate that considerable savings can
be achieved with respect to the current implementation.

Predicting the vibroacoustic quality of steering gears
Paul Alexandru Bucur, Klaus Frick, Philipp Hungerldnder

High quality standards in the automotive industry require strict speci-
fications to be propagated across the supply chain, from the carmaker
companies down to the providers of raw materials. This challenge is
exacerbated in domains where the quality of a product can be subjec-
tive, such as in automotive acoustics. In the current work, we direct
our attention to a situation encountered in the daily operations of one
of the world’s leading steering system suppliers, ThyssenKrupp Presta
AG, where requirements imposed on the vibroacoustic quality of the
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steering gear need to be passed down to its subcomponents. Further-
more, only one subcomponent, the ball nut assembly (BNA), is sub-
ject to an own vibroacoustical quality test, equivalent to the one of the
steering gear. In the current production setting, the vibrational signals
of the BNA are transformed to the frequency domain and analyzed as
order spectra. For each order spectrum curve, acoustic domain experts
determine a set of order intervals and corresponding quality thresholds.
Between the orders corresponding to the left and right boundaries of
each interval, the maximum value of the order spectrum curve must lie
between the upper and lower threshold. In case any threshold of any
interval is violated, the BNA is marked as being qualitatively not ok
and thus destined to be scrapped or reworked. In this work we derive
optimal order intervals and thresholds that result in a minimal number
of incorrectly classified BNA parts. We pursue a multiobjective goal:
the first objective function consists of the weighted sum of false posi-
tives and false negatives, while the second objective function aims to
reduce the total number of employed order intervals. Given a train-
ing set consisting of vibroacoustic measurements of steering gear and
BNA, we formulate a multiple change point problem for finding opti-
mal intervals and thresholds. Since the first objective function cannot
be written as a sum of subfunctions over the distinct order intervals, the
optimization problem can not be tackled by classic approaches such as
prunned exact linear time, binary segmentation or dynamic program-
ming. We thus propose a stochastic optimization technique based on
evolutionary algorithms that incorporates prior information on the cor-
relation structure of BNA and steering gear vibroacoustics. This ad-
ditional information has been gained in a previous work through neu-
ral network based canonical correlation analysis methods. Apart from
speeding up computations, it offers the benefit of leading the mutations
and crossover of the evolutionary algorithms towards order spectrum
areas which are responsible for the correlation of the vibroacoustic be-
haviour of the BNA and of the assembled steering gear. The proposed
approach is able to reduce the number of employed order intervals with
respect to the current production setting and also reduce the costs aris-
ing from falsely classified BNA parts, ensuring thus a high practical
relevance.

A Novel Approach for Solving the Maximum Disper-
sion Problem
Mahdi Moeini

The objective of this study consists in introducing a local search algo-
rithm for solving the Maximum Dispersion Problem (MaxDP). For a
given set of weighted objects, the MaxDP looks for partitioning the set
into a given number of groups such that the mutual distance of each
groups’ elements is maximized. Further restrictions on each group ad-
dress its total weight. The MaxDP might be formulated as a 0-1 frac-
tional programming problem which can be linearized. The MaxDP is
known to be NP-hard and, consequently, it is difficult to solve large-
scale MaxDP instances using exact methods. In order to overcome this
issue, we introduce an efficient local search algorithm. Through exten-
sive computational experiments on randomly generated instances, we
evaluate the performance of the proposed algorithm versus the stan-
dard solver Gurobi. The numerical results confirm the efficiency of the
introduced method in solving the MaxDP.

Optimizing the Training Transport of Junior Soccer
Players

Christian Jost, Alexander Doge, Sebastian Schiffels, Rainer
Kolisch

The youth academy of TSG 1899 Hoffenheim (TSG) is one the most
successful soccer training academies in Germany, with players from all
over the country’s southwest attending the training. Since no sufficient
public transport to the training centers exists, TSG offers a van transfer
service for its youth players. Weekly manual scheduling of the vans
is a complex and time-consuming task, which currently leaves many
players unserved. These players have to resort to private transport.
‘We extend the capacitated team orienteering problem (CTOP) to fit the
problem of optimizing the player transport. Players are picked up ac-
cording to their age group priority, given a capacitated heterogeneous
fleet and a limit in travel time. Since potentially multiple players can be
collected at a pick-up location, our model contains an additional deci-
sion level, which decides on the pick-up location included in the route,
as well as on the players collected at each pick-up location. As TSG’s
drivers rely on local area knowledge, our model introduces the concept
of cluster stability in the multi-period CTOP context. Only limited
route changes beyond cluster borders are accepted in this concept. Due
to the problem’s high computational complexity, a MIP solver fails to
solve even small instances, thus we use a customized Tabu Search to
solve our problem. Our algorithms significantly increases the num-
ber of players transported and reduces the planning effort from several
days to a few minutes.
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Exact and heuristic solution approaches for a flexible
job shop scheduling problem incorporating machine
operator restrictions

David Miiller, Dominik Kress, Jenny Nossack

We consider a flexible job shop scheduling problem with sequence-
dependent setup times that incorporates heterogeneous machine op-
erator qualifications by taking account of machine- and operator-
dependent processing times. We analyze two objective functions, min-
imizing the makespan and minimizing the total tardiness, and present
exact and heuristic decomposition based solution approaches. These
approaches divide the scheduling problem into a vehicle routing prob-
lem with precedence constraints and an operator assignment problem,
and connect these problems via logic inequalities. We assess the qual-
ity of our solution methods in an extensive computational study that is
based on randomly generated as well as real-world problem instances.

Complexity and approximation results for setup-
minimal batch scheduling with deadlines on a single
processor

Dominik Kress, Maksim Barketau, Erwin Pesch, David
Miiller

We address the problem of scheduling n jobs that are partitioned into F
families on a single processor. A setup operation is needed whenever a
job of one family is succeeded by a job of another family. These setup
operations are assumed to not require time but are associated with a
fixed setup cost which is identical for all setup operations. Jobs must
be completed no later than by a given deadline. The objective is to
schedule all jobs such that the total setup cost is minimized. This ob-
jective is identical to minimizing the number of setup operations. We
show that the considered problem is strongly NP-hard. Moreover, we
present properties of optimal solutions and an O(n log n + nF) algo-
rithm that approximates the cost of an optimal schedule by a factor of
F. The algorithm is analyzed in computational tests.

Heuristics for solving the job sequencing and tool
switching problem with non-identical parallel ma-
chines

Dorothea Calmels, Hans Ziegler, Rajendran C

The job sequencing and tool switching problem (SSP) is an NP-hard
combinatorial optimization problem that arises in the context of metal
working or semiconductor manufacturing industries, and most specif-
ically in a flexible manufacturing environment. Tool switches denote
the interchange of tools between the global tool storage and the local
tool magazine of a machine since the tool magazine capacity of the
machine is limited and cannot hold all tools necessary for processing
all jobs. Tool switching has a major impact on the overall performance
of the system by affecting total set-up time as well as machine and
tool utilization. If the tools cannot be interchanged during job process-
ing then switching time becomes especially crucial if it is significant
in regard to the processing time of a job. Therefore, the objective of
the SSP is to find the sequence of jobs that minimizes the number of
tool switches for a given set of jobs. So far, mathematical formulations
have been proposed for the single machine problem and for identical
parallel machines and tandem machines. The presented work consid-
ers the SSP with non-identical parallel machines (SSP-NPM) for the
different objectives minimizing the number of tool switches, minimiz-
ing makespan and minimizing total flowtime. As the problems are
NP-hard, computational experiments for integer programming models
have shown that only small problem instances can be solved to op-
timality. The formulations struggle even when considering instances
with 15 jobs. In case of industrial problems, the mathematical for-
mulations for the SSP for multiple machines yield CPU times beyond
practical time limits. Therefore a simple and fast heuristic approach for
the SSP-NPM is presented that, step-by-step, assigns jobs to machines
and in the process determines the loading of the tools. The perfor-
mance of the heuristics is analysed with respect to computation time
and solution quality for different objectives.



OR2018 — Brussels

FA-08

4-

Scheduling in a data gathering network to minimize
maximum lateness
Joanna Berliniska

We study scheduling in a data gathering network consisting of a set of
worker nodes and a single base station. The workers produce datasets
that have to be sent to the base station for processing. Each dataset
can be released at a different moment. The time required to transfer
a dataset to the base station, and the time necessary to process it, are
proportional to the dataset size. At most one worker can communicate
with the base station at a time, and hence, the network works in a flow
shop mode. A dataset transfer or processing can be preempted at any
time and resumed later at no cost. Each dataset is assigned a due date
by which it should be fully processed by the base station. The schedul-
ing problem is to organize the communication and computation in the
network so that the maximum dataset lateness is minimized.

We prove that this problem is strongly NP-hard, and show some spe-
cial cases that can be solved in polynomial time. A branch-and-bound
algorithm and several polynomial-time heuristics are proposed for the
general version of the problem. The performance of the algorithms is
tested in a series of computational experiments.
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Assigning Course Schedules: About Preference Elic-
itation, Fairness, and Truthfulness
Soren Merting, Martin Bichler, Aykut Uzunoglu

Course assignment is a wide-spread problem in education. Often stu-
dents have preferences for bundles of course seats or course schedules
over the week, which need to be considered. First-Come First-Served
(FCFS) is the most widely used assignment rule in practice, but recent
research led to alternatives with attractive properties. Bundled Prob-
abilistic Serial (BPS) is a randomized mechanism satisfying ordinal
efficiency, envy-freeness, and weak strategy-proofness. This mech-
anism runs in polynomial time, which is important for larger prob-
lem instances. We report a first application of BPS in a large-scale
course assignment application and discuss advantages over Random
Serial Dictatorship with bundle bids (BRSD). This mechanism is used
to simulate the wide-spread First-Come First-Served (FCFS) mecha-
nism and it allows us to compare FCFS (BRSD) and BPS with respect
to a number of metrics such as the size of the resulting matching, the
average rank, the profile, and the popularity of the assignments, which
matter in the selection of assignment mechanisms. The exponential
number of possible course schedules is a central problem in the im-
plementation of combinatorial assignment mechanisms. We propose a
new way to elicit preferences which limits the number of parameters
a student needs to provide. Together with BPS this yields a computa-
tionally very effective tool to solve course assignment problems with
thousands of students in practice.

Network Procurement With Strategic Bidders
Richard Littmann, Stefan Waldherr, Martin Bichler

This talk is motivated by the procurement of links between different
sites in the construction of a high-speed communication network. In
the procurement environment, the costs of establishing a link is the pri-
vate information of its supplier and each supplier can state a bid to the
network operator, indicating the minimal payment for which she would
establish the link. Each supplier wants to maximize their payoff, i.e.,
their bids minus their private costs for setting up the connection. The
goal of the network operator is to connect a specific subset of sites (ter-
minals) by purchasing links in a way that the total cost of purchased
links is minimized. If the cost of all links is known, this is equivalent
to the well-known Steiner Minimum Tree (SMT) problem. The SMT
problem on graphs is one of the most well-known NP-complete prob-
lems, and central in various types of network design problems. We
analyze the corresponding mechanism design problem in which the
trade between the network operator and suppliers is organized as an

auction. In such an auction, the auctioneer wants to set incentives for
bidders to reveal their costs truthfully. Blumrosen and Nisan showed
that for single-minded bidders an algorithm with monotonic allocation
allows for a strategyproof mechanism when using a critical payment
scheme. This result serves us as a basis for finding strategyproof mech-
anisms based on approximation algorithms for the SMT problem. As
collusion is an important issue in procurement, we also aim for group-
strategyproofness. This desirable property is very rare in auction de-
sign, but Milgrom and Segal in 2014 provided a remarkable positive
result for the class of deferred-acceptance auctions which led to very
high levels of efficiency on average for the recent incentive auction
by the US Federal Communications Commission. We show results in
regard to strategyproofness and computational efficiency for determin-
istic approximation mechanisms and deferred-acceptance auctions.

Electronic market mechanisms to increase efficiency
in transportation logistics
Paul Karaenke, Martin Bichler, Stefan Minner

The lack of coordination among carriers leads to substantial inefficien-
cies in logistics. Such coordination problems constitute fundamen-
tal problems in supply chain management for their computational and
strategic complexity. We consider the problem of slot booking by in-
dependent carriers at an operator of several warehouses, and inves-
tigate recent developments in the design of electronic market mech-
anisms promising to address both types of complexity. Relax-and-
round mechanisms describe a class of approximation mechanisms that
is truthful in expectation and runs in polynomial time. While the so-
lution quality of these mechanisms is low, we introduce a variant able
to solve real-world problem sizes with high solution quality while still
being incentive-compatible. We compare these mechanisms to core-
selecting auctions that are not incentive-compatible, but provide stable
outcomes with respect to the bids. In addition to a theoretical analysis,
we report results from extensive numerical experiments based on field
data. The experimental results yield a clear ranking of the mechanisms
in terms of waiting time reductions and computation times.

Are Truthful Bidders Paying too Much? Efficiency
and Revenue in Display Ad Auctions
Paul Sutterer, Stefan Waldherr, Martin Bichler

Display ad auctions have become the predominant means to allocate
user impressions on a web site to advertisers. These impressions are
typically priced via a simple second-price rule. For single-item auc-
tions, this Vickrey payment rule is known to be incentive-compatible.
The situation is quite different when impressions arrive dynamically
over time and valuations for individual impressions are not separable
anymore. This might be the case, if there is an overall budget con-
straint or a campaign target beyond which bidders do not have a value
for additional impressions anymore. The allocation process might not
maximize welfare and the payments might differ substantially from
those paid in an offline auction with a Vickrey-Clarke-Groves (VCG)
payment rule or also competitive equilibrium prices. We discuss the
properties of the offline problem and present a binary program for the
allocation problem. In numerical experiments, we find the welfare
achieved in the online auction process with truthful bidders is high,
but bidders pay substantially more on average compared to what they
would need to pay in a corresponding offline auction in which all im-
pressions are available at one point in time. This sets incentives for de-
mand reduction and bid shading. Therefore, we evaluate non-truthful
bidding strategy and compare the results to those obtained with truthful
bidding.
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A mathematical model for machine selection problem
in clinical laboratories

Sohrab Faramarzi Oghani, El-Ghazali Talbi, Martin Bue, Eric
Varlet
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This study presents an innovative application of operational research in
the field of clinical analysis laboratories. Clinical analysis laboratory
is an organization composed of human and machinery resources to an-
alyze patients’ samples such as blood. Basically, machines constitute
the main core of a clinical laboratory and take up the most workload
in the system. Rational selection of machines to equip a clinical labo-
ratory not only optimize the investment costs on the strategic level but
also leads to reasonable operational costs in operational level while
configuring the selected analyzers. In this paper, machine selection for
a clinical laboratory is described as a problem dealing with the spec-
ification of the number and type of both analyzers and non-analytical
machines (such as centrifuge and sorter) to fulfil the average daily test
demand with the aim of minimizing total machines purchase costs in
the strategic level as well as total analyzers configuration costs in the
operational level. In order to tackle this problem, a linear mathematical
model is developed. The proposed model is solved optimally by Cplex
solver in GAMS software for a laboratory which covers Immunology
and Chemistry tests. The output results reveal the efficiency of the
proposed model to aid decision makers selecting machines for clini-
cal laboratories effectively and cleverly. To the best of our knowledge,
this study is the first endeavor to address and tackle machine selec-
tion problem in clinical laboratories as an optimization problem with a
glance to both strategic and operational costs.

Measuring the technical efficiency of public hospi-
tals: Empirical evidences from Punjab, Pakistan
Alamdar Khan, Sadia Farooq

The budgetary allocation for public hospitals has been increased over
the period by the government of developing countries being important
segment of the economy. For this reason, it is, therefore, necessary
to measure the efficiency of public hospitals. This research paper at-
tempts to explore the technical efficiency of Pakistani public hospitals
through a non-parametric technique called Data Envelopment Analy-
sis. Researchers selected number of doctors and number of nurses as
input variables while number of outpatients, number of indoor patients
and number of major and minor surgery were taken as output variables.
The sample of the study consist of 80 public Tehsil Headquarter hospi-
tals of Punjab Province and data was collected for the period 2016-17
from the DHIS (District Health Information System) office of Direc-
tor General Health Services, Punjab, Lahore. This research concluded
that average efficiency of public Tehsil Headquarter hospitals in the
Punjab Province was 0.53 during the period under analysis. Out of 80
hospitals, only 6 were performing on the efficient frontier with 1 effi-
ciency score. The results of DEA technique reveals that there is urgent
need to improve the delivery of health services at Tehsil Headquar-
ter level. It is recommended that number of beds, number of doctors
and paramedic staff should be increased according to the population
catchment. An incentive system to attract the human resource in rural
areas should be introduced and a proper monitoring system may also
be launched to provide best health facilities to the public. The results
of the present study are useful for health mangers, research scholars
and policy makers.

An updated approach to Emergency Department pri-
oritization in light of empirical data
David Stanford

In recent years, several presentations I have given have addressed the
utility of the Accumulating Priority Queue (APQ) discipline, to re-
spond to the stated limits of Key Performance Indicators for the wait-
ing times, such as the Canadian Triage and Acuity Score (CTAS) and
the Australasian Triage Score (ATS). Recently, we have been work-
ing with a two-year Emergency Department dataset from a hospital in
Southern Ontario, which profiles the demand for emergency care by
CTAS category. This profile reveals that this hospital, and others like
it in Ontario, are highly dominated by the middle acuity class, CTAS 3
(Urgent cases). This reality changes significantly the appropriateness
of an APQ approach, which now needs to entail an element of delay
for some classes before priority starts to accumulate. This presentation
will explain the rationale behind this conclusion, and present numeri-
cal results for the lower acuity class of interest: CTAS 4 (Less Urgent)
cases. We may be able to present analytical waiting time results for the
higher priority classes; it not, simulation results will be reported.

Genetic Algorithm for Intrusion Detection System in
Pervasive Medical Resource
Lynda Sellami, Pierre F Tiako, Tounes Sellami

Medical safety allows for the monitoring of users’ health in their daily
lives, improving their well-being and the quality of medical care, while
reducing costs in the healthcare sector. Medical safety affects medical
equipment that is exposed to many risks with respect to the safety of

the medical data it contains; loss (theft or piracy) or modification (in-
correct information). The ubiquitous nature of medical resources ex-
poses the hospital information system to attacks (intrusions) that come
from internal or external sources, which require protecting these med-
ical resources from intruders and attacks. One of the most common
techniques used to ensure the use of medical resources by legitimate
users is intrusion detection systems (IDS); which allow to monitor and
analyze a system, to detect and to correct any anomaly, modifications
and misuse of the system. In this paper, we propose to develop an IDS
for detection and identification of intrusions in ubiquitous medical sys-
tems. Our work aims to overcome intrusions problems by developing
an intrusion detection system based on the use of authentication of
legitimate users, signals and prevents intruders from intruding. The
proposed model implements dual protection of users and ensures the
safety of medical resources. In this solution, our goal is to explore
the possibility of detecting intrusions (attacks) occurred in ubiquitous
environments using genetic algorithm approach.
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Demand uncertainty in single allocation hub loca-
tion: A generalized Benders decomposition

Nicolas Kdmmerling, Borzou Rostami

The design of hub-and-spoke transport networks is a strategic plan-
ning problem as the choice of hub locations has to remain unchanged
for long time periods. However, the future transport volumes are not
known in advance and can only be estimated by a stochastic distri-
bution during the planning process whereas classical models for hub
location problems assume fixed input data. Moreover, carriers observe
significant fluctuation in demand over time. Therefore, it is impor-
tant to include uncertainty in hub locations problems. In this talk we
develop a two-stage stochastic optimization formulation for single al-
location hub location problems where the allocations to the hubs are
viewed as variable over time. This allows to modify the routing in the
hub-and-spoke transport network according to the current scenario, but
also blows up the number of variables in the model and, thus, makes the
problem much harder to solve. In order to solve large-scale instances
to proven optimality, the problem is decomposed into scenario-specific
subproblem which are interlinked by generalized Benders cuts for a
common choice of hub locations. The decomposition also allows us
to dissolve the inherent quadratic structure of the classical formulation
of single allocation hub location problems. Embedded into a modern
mixed-integer solver our decomposition approach is able to solve large
instances under demand uncertainty.

A comparison between the fixed and flexible hub
assignment approaches when solving the express
shipment service network design problem

Jose Miguel Quesada, Jean-Charles Lange, Jean-Sébastien
Tancrez

In the transportation industry, the express integrators are the only
providers that offer a door-to-door overnight delivery of packages in
regions as large as Europe or the US. To achieve such services, the
express integrators need to design efficient transportation networks.
Defining an efficient schedule of flights that enables the delivery of
this service is known as the Express Shipment Service Network De-
sign (ESSND) problem.

In the ESSND problem, the packages are typically hauled first from
their origin cities to hubs. At the hubs, the packages are sorted (i.e.
re-ordered by destination). Then they are hauled to their destination
cities. In multi-hub regions, three main types of decisions need to be
made in the ESSND problem. The first type is to determine the hub
assignments, i.e. the hub in which each package will be sorted. The
second type is to determine the routes to fly with each aircraft. The
third type is to decide how to load the aircrafts so to carry the packages
from their origins to hubs and then to their destinations. Although the
three decisions are highly interrelated, most works from the literature
assume a fixed hub assignment, i.e. they consider the hub assignment
as an input and thus as fixed. It can be said that using a fixed hub
assignment has become the standard method for solving the ESSND
problem. This is because, given a hub assignment, the ESSND can
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be solved to optimality for realistic instances in short times (less than
one hour). However, generating a hub assignment is a problem in it-
self that, to the best of our knowledge, has not yet been explored in
the literature, and that has a high impact in the network, as two hub
assignments can lead to solutions with large cost differences.

In this research, we first propose an ESSND model with flexible hub
assignment - i.e. a model that integrates the hub assignment, routing
and flow decisions - and compare its performance with the state-of-
the-art models with the same approach using 45 realistic instances (7
aircraft types, 77 cities and 2 hubs). The results show that our model
produces solutions 20% less expensive and with much smaller optimal-
ity gaps. Second, to study the value of integrating the hub assignment
decision in the ESSND model, we develop four heuristic methods to
generate hub assignments. Then, we compare the results of our ap-
proach with those of the state-of-the-art model with fixed hub assign-
ment when fed with assignments found by the heuristics we propose
with 61 realistic instances (7 aircraft types, 77 cities, and between 2
and 4 hubs). The results show that our model finds better solutions for
51 instances, with costs improvements of around 3% on average.

Acknowledgment: This project was funded by the Brussels-Capital
Region and Innoviris.

Reverse Logistics Network Design Model for WEEE:
A Case Study on Istanbul
Ozlem Karadeniz Alver, Berk Ayvaz, Biilent Catay

Abstract The quantity of electrical and electronic equipments (EEEs)
introduced in the market has been growing fast since EEEs have be-
come an indispensable part of our daily life. The performances of
the products are increasing steadily while their prices are decreasing.
Moreover, the decreasing lifespan of EEEs and expanding range of
the products directly affect the size of the EEE market. One conse-
quence of this expansion is waste EEEs (WEEEs) occurring after the
end of use or end of lifespan. WEEE contain various complicated haz-
ardous substances which may cause over-consumption of resources,
severe damage to the environment and various health related problems.
Therefore, developing proper waste management strategies and opera-
tions is crucial. Many countries have implemented environmental leg-
islations for WEEE management. In these regulations, the responsibil-
ities of stakeholders such as EEE producers, logistics service providers
and municipalities are specified clearly. Similarly, the Ministry of En-
vironment and Urbanization in Turkey started implementing WEEE
Directive in May 2012. Even though responsibilities of related au-
thorities are stated in this directive, scrap dealers still collect and treat
WEEE:s illegally. These scrap dealers are not equipped with neces-
sary tools and conditions for the suitable treatment of WEEESs, which
creates risk for their own health and inefficiency in the system. For
this reason, they should be included in WEEE management system by
being supported by the government. This study proposes mixed inte-
ger linear programming model for handling of the WEEEs, based on
the requirements set by Turkish WEEE Directive. In this study, the
proposed model is designed for multi-echelon, multi-product, multi-
period reverse logistics network and is solved by CPLEX optimiza-
tion software. The emission costs occurred due to transportation and
disposal activities are considered in objective function. The proposed
model is validated by using the amount of WEEE to be collected in
Istanbul, considering WEEE collection target per capita specified in
the directive. The objective of this model is to maximize the profit
and efficiency of WEEE management system when illegal scrap deal-
ers are included. Results of the study suggest opening WEEE treat-
ment facilities in specified locations and subsidizing the scrap dealer
junkyards which will be incorporated into WEEE management system.
This study suggests managerial insight for governmental authorities
and emphasizes importance of efficient waste management.

Integrated dynamic multi-item inbound order sizing
and packing
Patrick Engelsberg, Martin Grunewald, Thomas Volling

We consider a transport relation between a source and a sink where
multiple items are transported in several loads on a daily basis, de-
pending on orders from the sink directed to the source. At the begin-
ning of the planning horizon, the operator of the sink places a set of
orders for multiple items with the operator of the source including de-
livery due dates. The operator of the source needs to pack the items
into the transport vehicle and deliver them to the sink. Due to limited
storage space at the sink, only a small fraction of the order size can be
advanced. Backlogging is not permitted. To determine a valid stowage
plan for each transport vehicle, detailed loading constraints have to be
met. Constraints concern weight, size, compatibility and bearing load
of the load carriers. Several types of standardized load carriers are used
to transport items to the sink. The problem is to find jointly a plan for

the quantity delivered of multiple items in multiple periods and the
corresponding loading plans for each transport vehicle so that the total
cost consisting of fixed transport and variable holding costs is mini-
mized subject to delivery due dates, capacity constraints of the sink’s
storage area and detailed loading constraints of the transport vehicle.
‘We employ a two-step approach that relies on generation and combina-
tion of partial solutions. In a first step, an enumeration of load carrier
combinations forming walls is performed. Combinations are generated
within compatible groups of load carriers, which means these load car-
riers have the same width and length as well as the same stacking char-
acteristics. In a second step, walls are combined into loads to fulfill
the demand over the planning horizon without backlogging, comply-
ing with all loading constraints as well as with the limits of storage
capacity at the sink. By advancing small quantities of the demanded
items and storing them at the sink, holding costs occur. However, re-
duction of fixed cost per transport vehicle outweigh these holding costs
by far. The approach contributes to both the literature streams of multi-
item order sizing by introducing detailed capacity constraints and to
cutting and packing by integrating three-dimensional packing with dy-
namic modelling of demand. Relevance for practice comes with the
potential to solve realistic cases from the industry near to optimality in
reasonable time. We compare the results of the loading algorithm to
a theoretical lower bound achieving a very small gap. Further results
show promising potential for cost savings in the multi-period case.
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Dieter Claeys, Stijn De Vuyst

In queueing systems with vacations, the server may be unavailable for
some time. This vacation feature can model a machine that is be-
ing maintained, a machine that is working on other product families,
telecommunication resources that are given priority to other processes,
et cetera. Therefore, queueing systems with vacations have been stud-
ied extensively.

Two well-studied vacation policies are the number-limited and the
time-limited vacation policies. In the number(time)-limited policy,
the server goes on vacation after it has served a predefined number of
customers (amount of work) or when there are no customers present,
whichever situation occurs first. However, the feature that the server
goes on vacation also when the system becomes empty is not always
adequate for modelling purposes. For instance, in case of usage-based
maintenance, a machine (server) undergoes maintenance (vacation) af-
ter it has worked for a certain time, idle times not incorporated; if the
machine is idle before the threshold for the operational hours has been
reached, the machine is not yet maintained. Rather, it remains idle, and
immediately starts working again when new work arrives.

We expand the literature with modified number-limited and modified
time-limited vacation models, in which the server remains idle if the
system is empty before having reached the threshold of the number of
customers or amount of work respectively. We extend previous work
to a discrete-time setting. A discrete-time analysis of the modified va-
cation models is not only interesting in its own right, since the analysis
is different, but also because some extra results can be obtained.

Fiems and Bruneel have recently developed a framework to analyze
discrete-time queues with Markovian vacations. We describe how the
framework can be used to obtain the probability generating functions
(PGFs) of the system content at departure epochs and at random slot
boundaries, and of the waiting time, both for the modified number-
limited and modified time-limited vacation models. The key is to de-
fine several matrix generating functions properly.

Then, we adopt another analysis technique to obtain the same as well as
additional performance quantities. The technique is a combination of
establishing recurrence equations, using PGFs, applying discrete-time
Fuhrmann decomposition, and applying the decomposition results of
Kim et al. between the queue and the system content. In addition, an
interesting relation between the model with number-limited policy and
the model with time-limited policy is established.
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Generalized Nash equilibrium problem with equilib-
rium constraint for modeling adversarial classifica-
tion

Zhengyu Wang, Stefan Wolfgang Pickl

Classification is one of the most used tools from machine learning, one
of its prominent applications is security, where a “defender" trains a
model (classifier) from a classified data set and then uses this model to
classify new data (feature vector) so as to detect attack, while a smart
adaptive “attacker” can cover up his attacks by noising the feature. This
offers a complex learning setting, where the “defender" uses classifier
as the strategy to minimize the loss of the unsuccessful attack detec-
tion, while the “attacker" uses a noised feature vector as the strategy to
minimize his cost in case of detection and optimize his reward in case
of successful attack. The two optimization problems have coupled ob-
jective functions jointly constrained by a convex optimization problem
(with parameter) involved in the training procedure, and this offers the
so-called generalized Nash equilibrium problem.

In this talk we present a systematical investigation of this complex
learning setting from an equilibrium perspective, which is different to
the regular machine learning approach. We study the existence of the
equilibrium solutions, propose a numerical method for computing the
sparse solutions, which automatically make an efficient feature selec-
tion. Numerical results are also presented for supporting our theoreti-
cal analysis.

Combination of Classifiers for AlS-based Categoriza-
tion of Maritime Vessels
Max Krueger

Since 2004 almost all sea-going vessels are obligated to participate
in the Automatic Identification System (AIS) for purpose of maritime
safety, information, and surveillance. AIS is a system of cooperative
VHF-radio exchange of navigational and ships’ information. In pre-
vious work five standard methods has been applied to classification of
maritime vessels based on a real-life AIS datasets from five maritime
hotspots in early summer 2017, including English Channel, Strait of
Gibraltar, and New York Harbor. Here, we addressed the question, up
to what accuracy categorization of vessels can be accomplished based
on ship’s positional, motion, and dimensions’ AIS-data. In this ex-
tending work, the research question is, if it is possible to further im-
prove classifications’ accuracies by use of classifiers’ combinations.
Using a voting mechanism, classifiers combining different basic meth-
ods appear promising, e.g., based on a combination of Decision Tree,
Fuzzy Rule, and k Nearest Neighbor. Likewise we are interested in
the performance of same type classifiers’ combinations in this mar-
itime application, e.g., Random Forests. For evaluation, we use the
KNIME Analytics Platform (www.knime.org), an open-source Data
Science environment, which provides a broad variety of methods and
options.
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Complexity of domination problems in graphs
Olivier Hudry

Let G = (V, E) be an undirected graph. A subset D of V is said to
be a dominating set if any vertex not in D admits a neighbour belong-
ing to D. This definition can be extended, for any integer r > 0, to
r-dominating sets as follows: D is an r-dominating set if, for any ver-
tex v, there exists an element of D whose distance to v is at most r; then
domination and 1-domination are the same. The usual combinatorial
optimization problem dealing with domination in graphs consists in
looking for a dominating set of minimum size. This problem is well-
known to be NP-hard (more precisely, the associated decision problem
is NP-complete), and remains so for any given value of r 0. We con-
sider here the complexity of several related problems, for any given r >
0: - the computation of the minimum size of an r-dominating set; - the
computation of a minimum-sized r-dominating set; - the existence and
the computation, if any, of a minimum-sized r-dominating set includ-
ing a prescribed vertex (problem sometimes known as a membership

problem). The NP-completeness of the usual decision problem eas-
ily shows that these problems are NP-hard. Since NP-hardness only
provides a kind of lower bound (the considered problem is at least as
difficult as any problem belonging to NP), our aim is to locate these
problems more precisely in the complexity classes linked to the poly-
nomial hierarchy by providing an upper bound of their complexities
(the considered problem belongs to the class) and thus is at most as
difficult as depending on the class which it belongs to). In particular,
we may precisely locate the membership problem by showing that it is
K-complete for an appropriate class K related to the polynomial class
(this class K contains NP and co-NP).

Maximum Residual Flow Problem with Arc Destruc-
tion
Dimitri Watel

The maximum Residual Flow Problem with Arc Destruction is posed
as follows. Given a directed network G, find a maximum flow such
that when k arcs are deleted from G the value of a maximum flow in
the residual network is maximum. It is proved that the problem is poly-
nomial time solvable for k = 1 whereas it shown to be N P -hard for k
=2.

The Adaptative Maximum Flow Problem was first adressed as an alter-
native to the robust maximum flow problem. In this model, the flow can
be adjusted after the arc failures occurred. In this presentation, we are
concerned with the Adaptative Maximum Residual Flow Problem, that
is the maximum Residual Flow Problem with Arc Destruction when
the flow can be reoriented. We focus on three variants of the problem
: the original problem in which the attacker may destroy a given num-
ber k of arcs ; a variant where some of the arcs cannot be destroyed ;
and a last variant where each destruction is associated to a given cost
and where the attacker has a given destruction budget. For each of the
three problems, we focus on complexity results. Those results depend
on the maximum number of destructible arcs that can be found on a
single path from the source to the sink. It has been proven that all
the three problems are NP-Complete when this parameter is greater or
equal to 4. We complete the results when we restrict the problem to
instances where this parameter equals 2 or 3.

Minimum Dominating Set and Maximum Independent
Set for evaluation of EU funding polices in collabora-
tion networks
Francois Delbot

Stimulating innovation and growth within the European Union is cru-
cial and can be achieved by fostering R&D partnerships with EU For-
eign Policies. Research collaboration networks induced by these poli-
cies received strong attention from policymakers. In this paper, we
show that some structures from graph theory (such as Minimum Dom-
inating Set or Maximum Independent Set) can be used to determine
which members are most involved in these collaborative networks.
They provide a better understanding of the impact of EUFP on col-
laborations induced between companies or research organizations. Al-
though these networks are large in size, it is possible to determine opti-
mal MDS and MIS. This allows us, for example, to evaluate the impact
of the withdrawal of an EU member on the collaborations’ network
(Brexit for example).
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Tight Bounds for Online Convex Optimization with
Switching Costs
Kevin Schewior

We investigate online convex optimization with switching costs (OCO;
Lin et al., INFOCOM 2011), a natural online problem arising when
rightsizing data centers: A server initially located at p_0O on the real
line is presented with an online sequence of non-negative convex func-
tions f_1,f 2,...f n: IR -> IR+. In response to each function f_i, the
server moves to a new position p_i on the real line, resulting in cost
|p_i-p_i-1]+f_i(p_i). The total cost is the sum of costs of all steps.
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One is interested in designing competitive algorithms. We review 2-
competitive deterministic online algorithms for OCO (Andrew et al.,
COLT 2013/arXiv 2015; Bansal et al., APPROX 2015). We then solve
the problem in the classical sense: We give a lower bound of 2 on the
competitive ratio of any possibly randomized online algorithm (An-
toniadis and Schewior, WAOA 2017). It had been previously conjec-
tured that (2-epsilon)-competitive algorithms exist for some epsilon>0
(Bansal et al., APPROX 2015).

Online Best Reply Algorithms for Resource Alloca-
tion Problems
Andreas Tonnis, Max Klimm, Daniel Schmand

We study online resource allocation problems with a diseconomy of
scale. In these problems, there are certain requests, each demanding a
set of resources, that arrive in an online manner. The cost of each re-
source is semi-convex and grows superlinearly in the total load on the
resource. An irrevocable allocation decision has to be made directly af-
ter the arrival of each request with the goal to minimize the total cost on
the resources. We focus on two simple greedy online policies that pro-
vide very fast and easy approximation algorithms. The first policy is to
minimize the individual cost of the current online request with respect
to all previous requests that have been allocated before. The second
policy is to minimize the marginal total cost overall requests that have
arrived up to this point. In the literature, these type of algorithms is
also considered as one-round walks in congestion games starting from
the empty state. We consider the weighted and unweighted version
of the problem. In the weighted variant, and for cost functions that
are polynomials with maximal degree d and positive coefficients, we
proof a tight competitive ratio of for the marginal total cost policy. In-
terestingly, this result exactly matches the approximation factor for the
corresponding multiple-round walk algorithm that starts in an arbitrary
state. Our work indicates that one-round walks that start in an empty
starting state are exactly as efficient as multiple-round walks. We also
show that this does not carry over to the unweighted version of the
problem. For unweighted instances, we provide lower bounds for both
policies that are significantly larger than the corresponding multiple-
round walks. We complement our results with an upper and lower
bound on the solution quality of the personal cost policy for weighted
and unweighted instances.

Learning and evolutionary dynamics in time-varying
environments
Benoit Duvocelle, Mathias Staudigl

Modern society is based on complex systems populated by selfish
decision makers, generally called agents, e.g. energy companies in
power grids, car drivers in road traffic. The fundamental challenge
in the model of multi-agent systems with stationary payoff func-
tion is to achieve an efficient equilibrium where the decision of each
agent is optimal given the collective decisions or those of some other
agents. However, in many applications (in particular the ones men-
tioned above), the real-world strategic interaction is certainly not sta-
tionary, at least over long time spans. Instead, this talk will focus on
population dynamics determined by games with time-varying payoff
functions. Temporal variability of the utility functions captures impor-
tant real-life aspects of large population games such, such as changing
latency functions in congestion games, or regime-switching in biolog-
ical and technological networks. This talk will describe recent results
on population and learning dynamics in such time-varying environ-
ments, focusing on no-regret learning dynamics and ergodic conver-
gence results.

An alternative representation of the Semivalues of
cooperative TU games.
Pierre Dehez, Irinel Dragan

In this work, we extend the procedure of defining the Binomial Semi-
values, due to A.Puente, to cover the entire class of Semivalues. We
get this result by a transformation of weights and we apply the results
connected to the Inverse Problem, shown in an earlier work,in order
to find a new game with the same Semivalue, but a coalitional rational
Semivalue, for a given game. Some examples are illustrating the pro-
cedure. This may be applied to a gas routing problem, like in another
previous work.
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Scheduling automated guided vehicles in very nar-
row aisle warehouses
Lukas Polten, Simon Emde

In this presentation we study the scheduling of retrieval of unit loads
from very narrow aisles with autonomous guided vehicles (AGV). As
AGYV cannot pass each other in the aisles, the sequencing of aisle ac-
cess is essential. We propose two access policies, present multiple
complexity results and formulate a MIP model. We then present a large
neighbourhood search that produces solutions within less than 2.5% of
the optimum solution on average in a few minutes for instances with
hundreds of jobs. We use our heuristic to derive insights into the best
access policy, number of AGV, as well as the size and layout of the
facility.

Minimizing total tardiness on a serial-batch process-
ing machine with incompatible job families defining
sequence-dependent batch setup times

Stefan Wahl, Christian Gahm, Axel Tuma

The batch-scheduling problem addressed in this research originates
from a metal processing company. This company produces customer-
specific easy shaped two-dimensional parts but also complex welded
and bowed components used in various equipment and machines such
as checkout facilities or enclosures of cash machines. The manufac-
turing process generally starts with the laser cutting of raw shapes out
of metal slides. To avoid unnecessary setups and waste, raw shapes
are grouped to batches, whereby each batch corresponds to one metal
slide. Naturally, each metal slide has a limited capacity and only a lim-
ited amount of shapes with their individual size (area) can be placed
on one metal slide. Due to the sequential cutting of the shapes as-
signed to a batch, the batch processing time is equal to the sum of
the cutting (processing) times of the assigned shapes. Therefore, the
batch-scheduling problem at hand is a serial-batch or s-batch schedul-
ing problem. Depending on the customer order (job), the metal slides
have specific characteristics, i.e., material (e.g., aluminum or steal) and
thickness. In consequence, jobs cannot be grouped in the same batch
if they have different characteristics and thus, we have to consider in-
compatible job families during batching. In addition, the cutting ma-
chine setup times depend on the sequence of batches (e.g., calibrating
the machine from one material to another requires more time than just
different thicknesses). Together with the objective of minimizing total
tardiness, these problem characteristics formulate a scheduling prob-
lem not addressed in literature so far. Most solution methods tackling
similar problems are based on a sequential or iterative combination of
batching and sequencing decisions. In contrast, we propose a mixed-
integer non-linear program addressing both decisions simultaneously.
To analyze the solvability of the problem at hand, we use different
standard solver (ANTIGONE, BARON, and DICOPT) and several in-
stances inter alia varying in the number of jobs, number of incompati-
ble job families, and the job to family assignment (e.g., jobs are evenly
distributed to all families or one family contains most of the jobs). The
computational results show that ANTIGONE and BARON clearly out-
perform DICOPT when solving instances with 15 jobs but DICOPT
outperforms the other ones if the number of jobs is 30 (computation
time is limited to ten minutes). Generally, we can report that specific
instance characteristics have a noteworthy impact on the solution qual-
ity of all applied solution methods. Furthermore, we can state that
the larger instances with more than 30 jobs are hardly solvable by the
investigated standard solvers.

A Dynamic Generalized Assignment Model for Over-
head Cranes of a Steel Coil Producer
Evrim Gencalp, Dilara Aykanat

In this study, a generalized assignment problem for overhead cranes of
a steel coil producer is examined. The aim is to minimize total mate-
rial handling and to use storage area efficiently. In this case, storage
area is within the production area and is used as work-in process buffer
between production lines. There are multiple overhead cranes operat-
ing on the same area, hence crane collision should be strictly avoided.
Overhead cranes are primarily responsible from placing incoming coils
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from other areas or the production lines and outgoing coils to next pro-
duction line. There are other tasks such as taking packed and to be
packed coils to their places and loading/ unloading trucks with sec-
ondary priority. All tasks have priority which changes according to
crane used and number of coils waiting in front of lines. To cope with
this dynamic structure of business environment we construct a dynamic
sequencing model and develop a heuristic algorithm. Computational
study and its results are presented.

Sequential testing of n-out-of-n systems: Prece-

dence theorems and exact methods
Salim Rostami, Stefan Creemers, Roel Leus

The goal of sequential testing is to discover the state of a system by
testing its components one by one. We consider n-out-of-n systems,
which function only if all n components work. The testing contin-
ues until the system state (up or down) is identified. The tests have
known execution costs and failure probabilities and may be subject to
precedence constraints. The objective is to find a sequence of tests
that minimizes the total expected cost of the diagnosis. We show how
to strengthen the precedence graph without losing all optimal solu-
tions. We examine different formulations for the problem, and pro-
pose a dynamic-programming (DP) and a branch-and-price algorithm.
Our computational results show that our DP noticeably outperforms
the state of the art. Using a novel memory management technique, it
significantly increases the size of the instances that can be solved to
optimality under practical memory and time limits.
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A primal-dual path following method for nonlinear
semi-infinite program with semi-definite constraints
Takayuki Okuno, Masao Fukushima

In this talk, we consider nonlinear semi-infinite programs with semi-
definite matrix constraints and infinitely many convex inequality con-
straints, called NSISDP for short. Although the NSISDP has important
applications such as FIR filter design problems, robust beam forming
problems, and so on, it has not been studied sufficiently so far. Our
aim in this research is to design a new algorithm for the NSISDP. We
actually propose an algorithm that follows central path consisting of
barrier Karush-Kuhn-Tucker (KKT) points of the NSISDP. We show
that a sequence generated by the algorithm weakly * converges to a
KKT point under Slater’s constraint qualification.

Furthermore, to achieve rapid convergence, we incorporate the local
reduction SQP method, which is one of classical methods developed
for semi-infinite programs, into the above algorithm. Also, we find a
dual optimal matrix solution associated to the semi-definite constraint
by solving scaled Newton equations. We show that a sequence gen-
erated by the second algorithm converges to a KKT point two-step
superlinearly under some regularity condition. Finally, we report some
numerical results to demonstrate the efficiency of the proposed meth-
ods.

The proposed methods may be viewed as an extension of the primal-
dual interior point method for the nonlinear SDPs proposed by Ya-
mashita et al. (2012) (H. Yamashita, H. Yabe, and K. Harada, A
primal-dual interior point method for nonlinear semi-definite program-
ming, Mathematical Programming, 135 (2012), pp. 89-121). However,
the extension is not straightforward due to the existence of the semi-
infinite constraints.

Value Functions and Optimality Conditions for Non-
convex Variational Problems with an Infinite Horizon
in Banach Spaces

Nobusumi Sagara, Héléne Frankowska

We investigate the value function of an infinite horizon variational
problem in the setting of an infinite-dimensional generalized control
system. Our primary concern here is to go beyond convexity, smooth-
ness, and finite dimensionality aiming the possible applications to dy-
namic optimization in economic theory. The purpose of this paper is
threefold.

Firstly, we establish that in Banach spaces with Gateaux differentiable
norm Gateaux subdifferentials of any lower semicontinuous extended
function are nonempty on a dense subset of its domain. Furthermore,
we provide an upper estimate of the Gateaux subdifferential of the
value function in terms of the Clarke subdifferential of the Lipschitz
continuous integrand and the Clarke normal cone to the set-valued
mapping describing dynamics. As a result, we obtain the strict differ-
entiability of the value function under the Frechet differentiability of
the integrand, which removes completely the convexity assumptions of
the earlier works. Since the optimal economic growth models are iden-
tified with a specific form of the general equilibrium model with single
consumer and single firm, we can deal with a rich class of commodity
spaces for capital stock, which appears as a Sobolev space.

Secondly, we derive a necessary condition for optimality in the form
of an adjoint inclusion that grasps a connection between the Euler—
Lagrange condition and the maximum principle. To deal with the ad-
joint variable in dual spaces, we introduce the Gelfand integrals of the
Gateaux and Clarke subdifferential mappings, which is a new feature
that does not arise in the context of finite-dimensional control sys-
tems. We also consider the relaxed variational problem, which is a
suitable convexification of the original variational problem, and derive
the necessary condition for optimality that narrows the class of candi-
dates for optimality. Furthermore, we obtain the sufficient conditions
for optimality under the convexity assumptions, which is an infinite-
dimensional analogue of the "support price theorem".

Thirdly, as a byproduct of the necessary condition, we derive the
transversality condition at infinity without assuming convexity and
smoothness, which clarifies the role of the integrability condition on
the Lipschitz moduli. We then examine the well-known failure of the
transversality condition at infinity to reveal which hypothesis of our
paper is violated in their counterexamples.

Accelerating Nonnegative Matrix Factorization Algo-
rithms using Extrapolation
Man Shun Andersen Ang, Nicolas Gillis

We present a general framework to accelerate significantly the algo-
rithms for nonnegative matrix factorization (NMF). This framework
is inspired from the extrapolation scheme used to accelerate gradient
methods in convex optimization. However, the use of extrapolation
in the context of the two-block coordinate descent algorithms tackling
the non-convex NMF problems is novel. We propose several effec-
tive strategies to tune the extrapolation parameters, and illustrate the
performance of this approach on synthetic, image and document data
sets.

Branch and bound scheme with piecewise linear
support functions in linear bilevel problems
Oleg Khamisov

We consider linear bilevel programming problem in the optimistic
sense. It is wellknown that by using the optimal value function of
the second level problem the initial bilevel problem can be reduced
to a standard optimization problem with an implicit nonconvex con-
straint. To treat this constraint we suggest to apply explicit piecewise
linear support functions. In practice, such approach leads to a branch
and bound procedure with auxiliary linear programming problems. We
describe the solution technique and give comparative computational
results.
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Daily workload balancing in zoned order picking sys-
tems

Teun van Gils, Sarah Vanheusden, Kris Braekers, Katrien
Ramaekers, An Caris

To stay competitive and preserve high customer service levels, the fo-
cus of warehouses in today’s supply chain is on fast and timely delivery
of small and more frequent orders. To compete with other warehouses,
companies accept late orders from customers, which results in addi-
tional pressure on order picking operations. Specifically, more orders
need to be picked and sorted in shorter and more flexible time win-
dows, which often results in workload peaks during the day. While
previous order picking literature focusses on balancing the workload
over order picking zones, shifts or days, this study goes beyond the
current state-of-the-art by minimising the workload variation during
a working day. The problem is defined as the operational workload
balancing problem and formulated as a mixed integer programming
model.

The operational workload balancing problem is motivated by an inter-
national warehouse located in Belgium. Shipping schedules are fixed
at the operational level to provide a high customer service. These ship-
ping schedules result in workload peaks during the day, as departure
deadlines of shipping trucks are unevenly divided over the working
day. Workload peaks in the order picking environment disturb other
warehouse activities, because workers of these corresponding activi-
ties are assigned to pick orders whenever the required order throughput
exceeds the available capacity of the order pickers. Furthermore, work-
load peaks result in a high probability of missing shipping deadlines as
orders could not be picked before the deadline.

The objective of this study is to test multiple objective functions (e.g.,
range, variance, and Gini-coefficient) with the aim of balancing the
workload during the day. Additionally, an iterated local search algo-
rithm is provided to solve the operational workload balancing prob-
lem. The performance and practical applicability of the algorithm are
shown by analysing and explaining a wide range of warehouse param-
eters. The proposed model provides schedules that show in which time
slot (i.e., usually a single time slot for each hour) to pick orders of
each shipping truck in order to minimise the workload variation for
each time slot. The schedule provides insights for warehouse super-
visors how to plan order pickers during the day, in this way, avoiding
peaks in workload. Moreover, supervisors are able to improve the con-
trol on the order picking process, reducing the probability of missing
deadlines. Therefore, the order picking performance is less depending
on individual experience and judgement of supervisors. A balanced
workload during the day results in a more stable order picking process,
which ultimately results in more efficient warehouse operations.

Integrated Truck Scheduling and Transshipment Re-
source Planning at Cross-Docking Terminals
Martin Tschoke, Malte Fliedner, Johanna Rollwage

The increasing vertical differentiation of supply chains as well as the
steadily growing volume of sales of online shopping platforms are two
major drivers for the demand of comprehensive logistics services. De-
spite the increasing demand, there is an intense competition among
companies providing such services, exposing them to strong cost pres-
sure. As a consequence, those companies try to increase their resource
utilization by forming transportation networks, transforming LTL to
FTL at transshipment points or cross docking terminals. The efficient
operation of those networks and consequently of the transshipment
points are a crucial task.

While cross-dock operations require extensive planning on various lev-
els, for efficient resource utilization especially two important aspects
need to be considered. On the one hand, an assignment of inbound
trucks to dock doors decides on the cargo’s availability to the transship-
ment process. However, on the other hand, allocation of limited trans-
shipment resources like fork lifts or conveyor belts impacts the termi-
nals’ overall efficiency with respect to transshipment time or through-
put. Both decision problems are highly interdependent and need to be
considered together. For example, a poor truck assignment may lead to
parts of the terminal being congested, while resources at other parts of
the terminal may not be utilized at all. However, a reasonable assign-
ment of scarce transshipment resources may compensate a poor dock
door schedule to a certain degree.

So far, extensive research has been conducted on the assignment of
trucks to dock doors, addressing various problem settings and objec-
tives like makespan. However, the impact of the transshipment process
itself on the overall objective is usually only addressed in the form of
a constant time delay. Some of the work introduces considerations on
travel paths, but so far, there is hardly any work specifically integrating
transshipment resource planning and truck scheduling.

In this work we present an integrated truck scheduling and transship-
ment resource allocation problem. We employ a space-time network to
model cargo flows and scheduling decisions within the transshipment
terminal. Since space-time networks grow very fast with an increasing
planning horizon as well as level of detail, we decompose the problem
into a scheduling and routing part and apply a Branch-And-Price Al-
gorithm. The approach is evaluated in a comprehensive computational
study.

A queueing approach for performance analysis of au-
tomated storage and retrieval systems under single-
command cycles

Anja HeBler, Christoph Schwindt

In warehouse design, appropriately dimensioning the storage and re-
trieval system requires a reliable performance prediction of the system.
Such an estimate can be obtained by analyzing the system throughput
under steady-state conditions using simulation models or analytical ap-
proaches. The expected maximum system throughput is largely influ-
enced by the storage and retrieval strategy, which defines the way in
which storage and retrieval requests are executed during warehouse
operation. Given a set of requests to be processed, the strategy parti-
tions the set into operation cycles of the storage and retrieval system
and allots appropriate storage locations to each request. The rule gov-
erning the allocation of storage locations to requests is referred to as
storage assignment strategy. Disregarding the time savings achieved
by operating the warehouse under an optimal storage assignment strat-
egy may heavily bias the system throughput analysis. In this paper,
we investigate the performance of a storage and retrieval system exe-
cuting single-command cycles to serve a random storage. We assume
that storage and retrieval requests of different stock keeping units are
released according to independent Poisson processes and are executed
in the sequence of their arrivals. The system’s performance is mea-
sured in terms of the expected maximum system throughput, which is
obtained from the reciprocal expected cycle time. The storage assign-
ment strategy considered in our work is the closest eligible location
rule, which for each arriving storage or retrieval request selects a stor-
age location allowing for a minimum total cycle time. Since this rule
selects the eligible storage location with minimum sum of storage and
retrieval cycle times, it is the optimum online storage assignment strat-
egy for single-command cycles. For the performance analysis, we pro-
pose a mathematical model relying on the theory of Gordon-Newell
networks. We show how to construct a set of closed queueing net-
works whose steady state behaviors describe the long-run performance
of a storage and retrieval system operating under the assumptions es-
tablished above. Based on a stationary analysis of the queueing net-
works, we obtain closed-form expressions for the expected cycle time
and further key performance indicators. In a numerical experiment in-
cluding large-scale instances, we investigate characteristic curves of
the expected cycle time and the obsolescence of inventory for varying
number of stock keeping units. A comparative analysis with alternative
approaches from the literature reveals that first, the existing methods
may significantly underestimate the maximum system throughput, that
second, the closest eligible location rule allows for significant savings
in cycle times, and that third, in contrast to a conjecture issued in the
literature, obsolescence of inventory should not be considered an ob-
stacle to implementing the closest eligible location rule as the storage
assignment strategy.

An Economic Order Quantity Model under the Terms
of Continuous Discount
Houshang Taghizadeh

Under highly competitive conditions in today’s business environments,
proper pricing policies for products and services can be considered as
a competitive advantage for manufacturing and service firms. Since
the main concern of most manufacturing and service institutions is to
minimize inventory system costs, including ordering, holding, and pur-
chasing costs, achieving this goal requires the use of scientific meth-
ods to provide models for determining the amount of economic order
quantity. On the other hand, due to the competitive nature of the mar-
ket, some vendors consider quantity-dependent discounts to encour-
age buyers. Accordingly, in this paper a quantitative model is pre-
sented which has declare the price for the first unit of sale that equals
with vendor determination, and for the next purchased units up to QO,
presents price reduces in a shape of a decreasing continuous line. In
other words, the price in the interval (0, QO) is linear, reducing and
decremental; and for the Q=>Q0 price is constant and equals with C1.
The purpose of this model is to determine the amount of economic or-
der in determined conditions based on the purchase price of the goods,
which can optimize the total cost of holding, ordering and purchasing.
In the implementation of the model, it is firstly determined that the
economic order quantity is placed in which of the intervals (0, Q0), or
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[Q, ).Then, if the economic order is within the range of (0, Q0), then
the amount of economic order is obtained through the proposed model;
Therefore, based on the determined economic order quantity, the unit
purchase price for all of the purchased amounts in the range of C2 and
C1 will be calculated. However, if Q*=>Q0, then Q¥ is in the range
[Q, ), and the amount of the economic order quantity is obtained by the
Wilson formula; also the price of each unit will be equal to C1.
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1- The economic importance of rare earth elements
volatility forecasts
Volker Seiler, Juliane Proelss, Denis Schweizer

We compare the suitability of short-memory (ARMA models), long-
memory (ARFIMA models), and a GARCH model to describe the
volatility of rare earth elements (REEs). We find strong support
for the existence of long-memory effects. A simple long-memory
ARFIMA(0,d,0) base model shows generally superior accuracy both
in- and out-of-sample, and is robust for various subsamples and es-
timation windows. Volatility forecasts produced by the base model
also convey material forward-looking information for companies in the
REE industry. Thus, an active trading strategy based on REE volatil-
ity forecasts for these companies significantly outperforms a passive
buy-and-hold strategy on both, an absolute and a risk-adjusted return
basis.

2 - Prediction of Pound Exchange Rate via Hidden
Markov Model in the Process of Brexit
Efsun Kiiriim

After the UK’s decision to withdraw from the European Union had
been finalized by the referendum, the first financial reaction was ob-
served as a sudden depreciation of the pound, and trend of the pound
has become a source of concern. In this study, via the Hidden Markov
Model, pound exchange rate for the year 2018 has been predicted us-
ing pound rates and related economic factors observed in UK between
the years 2016-2017. The accuracy of the predicted pound values has
been found to be quite high.

3 - Detecting the Presence of Jumps in Pricing Options
Warren Volk-Makarewicz

Within finance, model risk options valuation focuses on the effects of
mispricing of illiquid exchange or over-the-counter contracts due to
an incorrect price process. There is also a contrary operational risk
consideration: that the inclusion of pricing model features may lead
to software code that is unverified and cause misevaluated option val-
uations, particularly for options with multiple contract features. We
propose a statistical hypothesis test between the simple and more com-
plex pricing models based on simulating the sensitivity of the convex
combination of the respective Markov kernels. This technique requires
less simulation of the more complex pricing model. The stochastic gra-
dient representation of option model risk is general and can be applied
to quantify the difference between two performance functions at multi-
ple times. We utilize this method to exemplify option model risk when
investigating the inclusion of compound Poisson process jumps follow-
ing an assumed jump amplitude distribution has a significant change in
value to price diffusions. These results are compared to the standard
hypothesis tests for evaluating the differences in equal means and is
more The presented hypothesis test is more sensitive than the two sam-
ple t-test for equal means for independently distributed quantities, as
measured by the probability of rejection of the null hypothesis. Similar
performance is observed in the proposed test when common random
numbers are introduced to evaluate both options.
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1 - Optimizing the future of smart grids
Miguel F. Anjos

A smart grid is the combination of a traditional electrical power system
with information and energy both flowing back and forth between sup-
pliers and consumers. This new paradigm introduces major challenges
such as the integration of decentralized energy generation, the increase
of electric transportation, and the need for electricity consumers to play
an active role in the operations of the grid. This presentation will sum-
marize the opportunities for optimization to contribute to the success
of smart grids and present some recent breakthroughs.
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Chair: Christina Biising

1 - Combinatorial Optimization inspired by Uncertain-
ties
Arie Koster
The growing need to deal with uncertainties in optimization processes
has lead to many new research directions. In robust optimization, an
uncertainty set has to be defined containing all scenarios to be consid-
ered. Availability of historical data often suggests the use of a discrete
or polyhedral uncertainty set. By this, new combinatorial optimization
problems are evolved.

In this talk, we discuss a few examples of novel combinatorial op-
timization problems inspired by uncertainties in network design and
production planning. Further, this talk should motivate research on the
additional complexity introduced by uncertainties.
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Chair: Joachim Block

1 - Resilience of Complex Networks - Analysis and Opti-
mization of Critical Infrastructures Systems with Ex-
ecutive Towers
Stefan Wolfgang Pickl

Our modern society relies more and more on increasingly intercon-
nected technological infrastructures. Communication systems control
terrestrial- and air traffic which requires electrical power supply to as-
sure the logistic of industrial production and consumption of goods.
These many mutually dependent networks are vulnerable towards a
multitude of external and internal risks.

Therefore, there is a great interest in the understanding of dynamic re-
silience concepts and the development of adaptive security structures
for an holistic risk management. We summarize the main concepts like
graph measures, and present actual examples in the field of safety and
security via advanced analytics techniques.
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We characterize the behavior and present some new optimization ap-
proaches which could be embedded in reachback processes. We will
explore suitable strategies to make the networks more robust; for ex-
ample motivated by Moreira in 2009 topological structure optimiza-
tion, anticipatory strategies and Al instruments are combined in our
presentation.

As innovative approach we introduce the concept and characterization
of a control tower. In an ,.executive way", we control the process and
present first numerical results. We present the concept of ,,Executive
Towers" as basis for a suitable management cockpit.
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1- SISRs: An effective ruin & recreate heuristic based
on slack induction
Greet Vanden Berghe

Local search approaches have tended towards incorporating an ever-
increasing number of made-to-measure heuristics for different prob-
lem classes, for example all manner of vehicle routing generalizations.
These large heuristic sets consequently present a significant complica-
tion for problem solvers, namely: how can one determine the impact
of individual heuristic components?

In contrast to targeting generalizing problem extensions, it may be
worthwhile to focus on a problem’s core when developing a basic op-
timization heuristic. This talk introduces a recently developed ruin &
recreate heuristic, named SISRs. While ruin & recreate heuristics may
have become widespread, SISRs is unique insofar as it seeks to in-
duce ‘spatial slack’ during its ruin phase which may subsequently be
exploited in its greedy recreate phase. Both the crucial ‘spatial slack’
concept and the almost-greedy recreate emerged after a dedicated at-
tempt towards solving the vehicle routing problem’s most basic special
case, that is the ‘capacitated VRP’.

SISRs’ quality is validated by way of demonstrating its superior perfor-
mance across a wide and diverse range of VRP generalizations. This
confirms that the basic CVRP ruin & recreate heuristic is also effec-
tive when applied to more general problems, without the need to add
problem-specific components.

The developed ruin & recreate outperforms current (and often dedi-
cated) state of the art approaches in terms of both speed, robustness
and its high-quality results.

Friday, 13:30-15:00
H FC-01

Friday, 13:30-15:00 - 1a. Europe a
Closing session - Plenary H. Hoos

Stream: Plenaries and Semi-Plenaries
Invited session
Chair: Bernard Fortz

1 - Learning how to solve it - faster, better and cheaper
Holger Hoos

We stand on the threshold of an Al revolution, where explicit program-
ming as the fundamental paradigm for algorithmic problem solving is
being replaced by increasingly automated approaches. Specifically,
methods from generalised machine learning not only dramatically in-
crease our ability to solve challenging computational problems, they
also bring about a fundamental change in the way in which we design
and deploy algorithms and software. In this talk, I will examine the
nature of this change and its consequences, and I will give examples of
the meta-algorithmic techniques that enable it. Specifically, I will dis-
cuss algorithm selection and configuration techniques, auto-tuning and
the increasingly impactful area of automated machine learning (Au-
toML). Using examples from mixed integer programming, combina-
torial optimisation and propositional reasoning, I will demonstrate the
impact of these techniques, in terms of the results they achieve, as well
as with respect to the way we approach these and other computational
challenges.

89



STREAMS

Business Analytics, Artificial
Intelligence and Forecasting

Sven F. Crone

Lancaster University Management
School

s.crone @lancaster.ac.uk

Patrick De Causmaecker
Katholieke Universiteit Leuven
Patrick.DeCausmaecker @kuleuven.be

Track(s): 2 16

Business Track

Jan Fabian Ehmke
Otto-von-Guericke University
jan.ehmke@ovgu.de

Bernard Fortz
Université Libre de Bruxelles
bernard.fortz@ulb.ac.be

Natalia Kliewer
Freie Universitaet Berlin
natalia.kliewer @fu-berlin.de

Track(s): 6

Control Theory and Continuous
Optimization

Gerhard-Wilhelm Weber

Poznan University of Technology
gerhard-
wilhelm.weber @ put.poznan.pl

Track(s): 14

Decision Theory and Multiple
Criteria Decision Making

Jutta Geldermann
University of Duisburg-Essen
jutta.geldermann @uni-due.de

Horst W. Hamacher
University of Kaiserslautern
hamacher @mathematik.uni-kl.de

Track(s): 14

Discrete and Integer
Optimization

Frauke Liers

FAU Erlangen-Nuremberg
frauke.liers@math.uni-erlangen.de

Frits Spieksma
Eindhoven University of Technology
f.c.r.spieksma@tue.nl

Track(s): 4 10

90

Energy and Environment

Peter Letmathe
RWTH Aachen University
Peter.Letmathe @rwth-aachen.de

Dominik Most
Technische Universitit Dresden
Dominik.Moest@tu-dresden.de

Track(s): 11 13

Finance

Michael H. Breitner
Institut fiir Wirtschaftsinformatik
breitner @iwi.uni-hannover.de

Elmar Lukas
Otto-von-Guericke-University of
Magdeburg
elmar.lukas@ovgu.de

Track(s): 17

Game Theory and Experimental
Economics

Michael Becker-Peth

Rotterdam School of Management,
Erasmus University
m.beckerpeth@rsm.nl

Alf Kimms

University of Duisburg-Essen,
Campus Duisburg

alf kimms @uni-due.de

Max Klimm
Humboldt-Universitit zu Berlin
max.klimm@hu-berlin.de

Track(s): 7 12

GOR Awards

Peter Letmathe
RWTH Aachen University
Peter.Letmathe @rwth-aachen.de

Track(s): 6

Graphs and Networks

Bernard Fortz
Université Libre de Bruxelles
bernard.fortz@ulb.ac.be

Dimitri Papadimitriou
University of Antwerp
papadimitriou.dimitri.be @ gmail.com

Marc Pfetsch
Technische Universitdt Darmstadt
pfetsch@mathematik.tu-darmstadt.de

Track(s): 6 11

Health Care Management

Erik Demeulemeester
KU Leuven
Erik.Demeulemeester @kuleuven.be

Teresa Melo

Saarland University of Applied
Sciences

teresa.melo @htw-saarland.de

Stefan Nickel

Karlsruhe Institute of Technology
(KIT)

stefan.nickel @kit.edu

Track(s): 2 8

Logistics and Freight
Transportation

An Caris
Hasselt University
an.caris @uhasselt.be

Stefan Irnich

Johannes Gutenberg University
Mainz

irnich@uni-mainz.de

Michael Schneider
RWTH Aachen
schneider @dpo.rwth-aachen.de

Track(s): 3 9

Meetings

Bernard Fortz
Université Libre de Bruxelles
bernard.fortz@ulb.ac.be

Track(s): 1 9 19

Metaheuristics

Paul Kaufmann
Mainz University
paul.kaufmann @uni-mainz.de

Kenneth Sorensen
University of Antwerp
kenneth.sorensen @uantwerpen.be

Thomas Stiitzle
Université Libre de Bruxelles
stuetzle @ulb.ac.be

Stefan Voss
University of Hamburg
stefan.voss @uni-hamburg.de

Track(s): 5



OR2018 — Brussels

STREAMS

Optimization under Uncertainty

Anita Schobel
University Goettingen
schoebel @math.uni-goettingen.de

Riidiger Schultz
University of Duisburg-Essen
ruediger.schultz@uni-due.de

Sebastian Stiller
Technische Universitit Braunschweig
sebastian.stiller@tu-bs.de

Track(s): 8

OR in Engineering
Patrick De Causmaecker

Katholieke Universiteit Leuven
Patrick.DeCausmaecker @kuleuven.be

Ulf Lorenz
Universitaet Siegen
ulf.lorenz@uni-siegen.de

Jorn Schonberger
Technical University of Dresden
joern.schoenberger @tu-dresden.de

Track(s): 7 13

Plenaries and Semi-Plenaries

Bernard Fortz
Université Libre de Bruxelles
bernard.fortz@ulb.ac.be

Track(s): 1 2 3 4

Pricing and Revenue
Management

Catherine Cleophas
Lancaster University
c.cleophas @lancaster.ac.uk

Martine Labbé
Université Libre de Bruxelles
mlabbe @ulb.ac.be

Claudius Steinhardt
Bundeswehr University Munich
(UniBw)

claudius.steinhardt @unibw.de
Track(s): 2 9

Production and Operations
Management

Malte Fliedner

University of Hamburg
Malte.Fliedner @ wiso.uni-
hamburg.de

Alf Kimms

University of Duisburg-Essen,
Campus Duisburg

alf.kimms @uni-due.de

Raik Stolletz
University of Mannheim
stolletz@bwl.uni-mannheim.de

Track(s): 15

Project Management and
Scheduling

Dirk Briskorn
University of Wuppertal
briskorn @uni-wuppertal.de

Yves Crama
University of Liege
Yves.Crama@uliege.be

Florian Jachn
Helmut-Schmidt-University -
University of the Federal Armed
Forces Hamburg

florian.jachn @hsu-hh.de

Track(s): 6 13

Simulation and Statistical
Modelling

Stefan Wolfgang Pickl

UBw Miinchen COMTESSA
stefan.pickl @unibw.de
Track(s): 10

Software Applications and
Modelling Systems

Timo Berthold
Fair Isaac Germany GmbH
timoberthold @fico.com

Jorn Schonberger
Technical University of Dresden
joern.schoenberger @tu-dresden.de

Ingmar Steinzen
ORCONOMY GmbH
ingmar.steinzen @orconomy.de

Track(s): 5 16

Supply Chain Management

Herbert Meyr
University of Hohenheim
H.Meyr@uni-hohenheim.de

Stefan Minner
Technische Universitidt Miinchen
stefan.minner @ tum.de

Stefan Nickel

Karlsruhe Institute of Technology
(KIT)

stefan.nickel @kit.edu

Jean-Sébastien Tancrez
Université catholique de Louvain
js.tancrez@uclouvain.be

Track(s): 8 18

Traffic, Mobility and Passenger
Transportation

Virginie Lurkin

EPFL

virginie.lurkin@epfl.ch

Marie Schmidt
Erasmus University Rotterdam
schmidt2 @rsm.nl

Anita Schobel
University Goettingen
schoebel @math.uni-goettingen.de

Shadi Sharit Azadeh
Erasmus University Rotterdam
sharifazadeh @ese.eur.nl

Kenneth Sorensen
University of Antwerp
kenneth.sorensen @uantwerpen.be

Track(s): 1 2 7

91



Session Chair Index

Achterberg, Tobias............................ TB-16
achterberg @zib.de
Gurobi, Berlin, Germany

Altherr, Lena Charlotte . . ........................... TA-07
lena.altherr@fst.tu-darmstadt.de
Chair of Fluid Systems, Technische Universitdt Darmstadt,
Darmstadt, Germany

Anderson,Lovis .................. ... ... ............ TA-04
anderson@zib.de
Zuse Institute Berlin, Berlin, Germany

Bastubbe, Michael .................................. TD-05
bastubbe @or.rwth-aachen.de
Operations Research, RWTH Aachen University, Aachen,
Germany

Biarmann,Andreas................................. WD-04
andreas.baermann @fau.de
FAU Erlangen-Niirnberg, Erlangen, Germany

Belien, Jeroen................................ FA-04, TC-04
Jeroen.Belien @kuleuven.be
Center for Information Management, Modeling and Simula-
tion, KU Leuven, Brussels, Bermuda

Berlinska, Joanna................................... FA-06
Jjoanna.berlinska@amu.edu.pl
Faculty of Mathematics and Computer Science, Adam Mick-
iewicz University in Poznari, Poznan, Poland

Berthold, Timo..................................... WC-05
timoberthold @fico.com
Fair Isaac Germany GmbH, Bensheim, Germany

Bichler, Martin ..................................... FA-07
martin.bichler @in.tum.de
Technical University of Munich, Germany

Block, Joachim ..................................... FB-03
archibald@ieee.org
Institut fiir Theoretische Informatik, Mathematik und Op-
erations Research, Universitit der Bundeswehr Miinchen,
Neubiberg, Germany

Braekers,Kris...................................... TB-01
kris.braekers@uhasselt.be
Research Group Logistics, Hasselt University, Hasselt, Bel-
gium

Brauers,Willem ................................... WB-14
willem.brauers @uantwerpen.be
Economics, University of Antwerp, Antwerpen, Flanders,
Belgium

Brotcorne,Luce.............. ... ... FB-01
Luce.Brotcorne @inria.fr
INRIA, Villeneuve d’ Ascq, France

Brunner,Jens............... ... .. ...l WC-08
Jjens.brunner@unikat.uni-augsburg.de
Chair of Health Care Operations/Health Information Man-
agement, Faculty of Business and Economics, University of
Augsburg, Augsburg, Bavaria, Germany

Biising, Christina ............................ FB-02, TD-04
buesing @math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University,
Aachen, Nordrhein-Westfalen, Germany

92

Bussieck, Michael ................................... TA-05
MBussieck@ gams.com
GAMS Software GmbH, Frechen, Germany

Caris, An.................. ... ... TC-03, WD-03
an.caris@uhasselt.be
Research Group Logistics, Hasselt University, Diepenbeek,
Belgium

Cats,Oded...............coiiiiiiiiiiin.. WB-01
o.cats@tudelft.nl
Delft University of Technology, Delft, Netherlands

Chaturvedi, Aadhaar............................... WB-08
aadhaar.chaturvedi@unamur.be
Business Administration, Université de Namur, Namur, Bel-
gium

Cherchi, Elisabetta ................................. TD-01
Elisabetta. Cherchi@newcastle.ac.uk
School of Engineering, Newcastle University, Newcastle uon
Tyne, United Kingdom

Chirayil Chandrasekharan, Reshma ................ WC-10
ReshmaCC @kuleuven.be
Computer Science, KU Leuven, Ghent, Belgium

Dahlbeck, Mirko . .................................. WB-04
m.dahlbeck@math.uni-goettingen.de
Mathematik und Informatik, Universitdt Gottingen, Gottin-
gen, Niedersachsen, Germany

De Boeck, Jérome. ..................... ... TB-15
jdeboeck@ulb.ac.be
Graphes et Optimisation Mathématique, Université Libre de
Bruxelles, Bruxelles, Belgium

De Causmaecker, Patrick..................... TD-02, FB-04
Patrick.DeCausmaecker@kuleuven.be
Computer Science/CODeS, Katholieke Universiteit Leuven,
Kortrijk, Flanders, Belgium

De Smet, Geoffrey......................... ... ..... WB-06
gds.geoffrey.de.smet@gmail.com
Red Hat (company), Gent, Belgium

Demeulemeester, Erik .. ............................. TA-02
Erik.Demeulemeester @kuleuven.be
KBI, KU Leuven, Leuven, Belgium

Dorndorf, Ulrich.................................... TC-01
ulrich.dorndorf@inform-software.com
INFORM GmbH, Aachen, Germany

Dzhafarov, Vakif.................................... TA-14
veaferov@anadolu.edu.tr
Mathematics, Anadolu University, Eskisehir, Turkey

Fischer,Felix ................. ... ... ................ TB-12
felix.fischer@gmul.ac.uk
School of Mathematical Sciences, Queen Mary University of
London, London, United Kingdom

Fontaine, Pirmin................................... WC-09
pirmin.fontaine @ tum.de
Technical University of Munich, Germany

Fortz,Bernard .............................. FC-01, WA-01
bernard.fortz@ulb.ac.be
Département d’Informatique, Université Libre de Bruxelles,
Bruxelles, Belgium



OR2018 — Brussels

SESSION CHAIR INDEX

Friedrich, UIf.............. .. ... .. .. ... ... ..... TB-04
ulf.friedrich@tum.de
Operations Research, Technical University of Munich, Mu-
nich, Germany

Fiigenschuh, Armin................... ... .. ... ... TD-13
fuegenschuh@b-tu.de
MINT, Brandenburg Technical University, Cottbus, Germany

Gallay, Olivier .................. ... WD-07
olivier.gallay@unil.ch
HEC, Department of Operations, University of Lausanne,
Lausanne, Switzerland

Gansterer, Margaretha.............................. TD-15
margaretha.gansterer @univie.ac.at
University of Vienna, Austria

Gerhards, Patrick.................................. WC-13
patrick.gerhards @ hsu-hh.de
Institute of Computer Science, Helmut-Schmidt-Universtitit,
Hamburg, Germany

Glushko,Pavlo...................................... TB-08
Glushko @ europa-uni.de
Information and Operations Management, European-
University Viadrina Frankfurt (Oder), Frankfurt (Oder), Ger-
many

Goderbauer, Sebastian ............................. WC-04
goderbauer@or.rwth-aachen.de
Lehrstuhl fiir Operations Research, RWTH Aachen Univer-
sity, Aachen, Germany

Gouveia, Luis............... ... ... i TA-11
legouveia@fc.ul.pt
DEIO - Departamento de Estatistica e Investigacdo Opera-
cional, Universidade de Lisboa - Faculdade de Ciéncias,
Lisboa, Portugal

GroBler, Andreas ...................ccoiiiiiiiiaia... TD-12
andreas.groessler @ bwi.uni-stuttgart.de
Department of Operations Management, Universitit
Stuttgart, Stuttgart, Germany

Gschwind, Timo .................................... TA-03
gschwind @uni-mainz.de
Johannes Gutenberg University Mainz, Mainz, Germany

Gwiggner,Claus ........................... WC-07, WD-13
claus.gwiggner @uni-hamburg.de
Operations Research, University of Hamburg, Hamburg, Ger-
many

Haubner,Nicolas................................... WB-16
haubner@fzi.de
Karlsruhe Institute of Technology, Karlsruhe, Germany

HeBler,Anja................. ... ... FA-15
anja.hessler @tu-clausthal.de
Institute of Management and Economics, Clausthal Univer-
sity of Technology, Clausthal-Zellerfeld, Germany

Heinold, Arne.................. ... ... ..ciiiiiii.... TA-09
arne.heinold@bwl.uni-kiel.de
School of Economics and Business, Kiel University, Kiel,
Please Select (only U.S./ Can / Aus), Germany

Hendel, Gregor ........... ... . ... i WB-05
hendel @zib.de
Optimization, Zuse Institute Berlin, Berlin, Germany

Higashikawa, Yuya.................................. TB-11
parklife.parklife @ gmail.com
School of Business Administration, University of Hyogo,
Kobe, Japan

Hildebrandt, Thomas............................... WB-03
thomas.hildebrandt@wiwi.uni-halle.de
Institut  fiir Betriebswirtschaftslehre, Martin-Luther-
Universitdt Halle-Wittenberg, Halle, Sachsen-Anhalt, Ger-
many
Hillebrand,Bernd.................................. WD-15

bernd.hillebrand @tu-dortmund.de
Chair of Production Management and Logistics, TU Dort-
mund University, Dortmund, Germany

Jost,Christian ...................................... FA-05
christian.jost@tum.de
Operations Management, Technical University of Munich,
Germany

Kaufmann,Paul ................................... WD-05
paul.kaufmann @uni-mainz.de
Law, Management, and Economics, Mainz University,
Mainz, Germany

Kimms, Alf ............. ... ... ... ... TE-01
alf.-kimms @ uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Campus Duisburg, Duisburg, Germany

Kleer,Pieter .......................... ... ... ... WD-12
P.S.Kleer@cwi.nl
CWI Amsterdam, Amsterdam, Netherlands

Kimm,Max...............iiiiiiiiia. FA-12
max.klimm@ hu-berlin.de
Wirtschaftswissenschaftliche Fakultdt, Humboldt-Universitat
zu Berlin, Berlin, Germany

Kolisch, Rainer ..................................... TB-19
rainer.kolisch@tum.de
TUM School of Management, Technical University of Mu-
nich, Muenchen, Germany

Krueger, Max..............coiiiiiiiiiiiinnn.. FA-10
max.krueger @hs-furtwangen.de
Fakultit Wirtschaftsingenieurwesen, Hochschule Furtwan-
gen, Germany

Kvet,Marek................ ... .. ..., WD-10
Marek.Kvet @fri.uniza.sk
University of Zilina, Zilina, Slovakia

Lange, Anne . ..., WB-09
anne.lange @uni.lu
Luxembourg Centre for Logistics and Supply Chain Manage-
ment, Université du Luxembourg, Luxembourg, Luxembourg

Lauven, Lars-Peter ................................. TA-13
llauven @ gwdg.de
Chair of Production and Logistics, Goettingen, Germany

Letmathe,Peter............................ WC-06, WD-06
Peter. Letmathe @ rwth-aachen.de
Faculty of Business and Economics, RWTH Aachen Univer-
sity, Aachen, Germany

Lorenz, Ulf .......... .. ... .. ... i WB-07

ulf.lorenz@uni-siegen.de
Chair of Technology Management, Universitaet Siegen,

93



SESSION CHAIR INDEX

OR2018 — Brussels

Siegen, Germany

Mallach,Sven ............................... TA-10, TD-10
mallach@informatik.uni-koeln.de
Universitidt zu Koln, Germany

Mélot, Hadrien ............................cccou.. TD-06
hadrien.melot@umons.ac.be
Computer Science Dept, Université de Mons, Mons, Belgium

McKenna, Russell . .................. TD-11, WB-11, WC-11
mckenna@kit.edu
Chair for Energy Economics, IIP, KIT, Germany

Meck,Marvin ................. ... ... TB-07
marvin.meck@ gmail.com
Institut fiir Fluidsystemtechnik, TU Darmstadt, Darmstadt,
Germany

MeiBner, Katherina ................................. TA-16
meissner @bwl.uni-hildesheim.de
Institut fir Betriebswirtschaft und Wirtschaftsinformatik,
University of Hildesheim, Hildesheim, Germany

Meisel, Frank............... ... .. .o, FA-03
meisel @bwl.uni-kiel.de
Christian-Albrechts-University, Kiel, Germany

Melo, Teresa...............cooiiiiiiiiiiiiiiiinn.. WD-08
teresa.melo @ htw-saarland.de
Business School, Saarland University of Applied Sciences,
Saarbriicken, Germany

Minner, Stefan...................... ... . ... WD-18
stefan.minner @tum.de
TUM School of Management, Technische Universitit
Miinchen, Munich, Germany

Narkiewicz, Adam .................................. TA-08
adamnar@ gmail.com
Simiade, Poland

Nickel,Stefan....................................... TC-02
stefan.nickel @kit.edu
Institute for Operations Research (IOR), Karlsruhe Institute
of Technology (KIT), Karlsruhe, Germany

Ozaydin, Ozay................coiiiiiiiinnn.. WD-14
oozaydin@dogus.edu.tr
Industrial Engineering, Dogus University, Istanbul, Turkey

Ozogur-Akyuz, Sureyya ............................ WC-16
sureyya.akyuz @eng.bau.edu.tr
Department of Mathematics Engineering, Bahcesehir Uni-
versity, Istanbul, Turkey

Pacheco Paneque, Meritxell ......................... FA-01
meritxell.pacheco@epfl.ch
TRANSP-OR, EPFL, Lausanne, Switzerland

Papadimitriou, Dimitri....................... .. ... TD-02
papadimitriou.dimitri.be @ gmail.com
University of Antwerp, Antwerp, Antwerp, Belgium

Papalamprou, Konstantinos . ....................... WD-17
papalamprou@ece.auth.gr
Aristotle University of Thessaloniki, Greece

Pedroso, JoaoPedro .............. ... . ... ...l TD-08

Jpp@fc.up.pt
Campus da FEUP, INESC TEC and Faculdade de Ciencias,
Universidade do Porto, Porto, Portugal

94

Pickl, Stefan Wolfgang ............................. WB-10
stefan.pickl @unibw.de
Department of Computer Science, UBw Miinchen
COMTESSA, Neubiberg-Miinchen, Bavaria, Germany

Picouleau, Christophe ............................... FA-11
chp@cnam.fr
CNAM, Laboratoire Cedric, Paris, France

Plitt, Jana ....................... ... .. ...l TA-15
Jjana.plitt@tu-dortmund.de
Business Administration, Production and Logistics, Univer-
sity of Dortmund, Dortmund, Germany

Prak,Dennis....................... ... on... WB-15
d.rj.prak@rug.nl
University of Groningen, Netherlands

Rostami, Salim...................................... FA-13
salim.rostami@kuleuven.be
IESEG School of Management, France

Ruzika,Stefan...................................... TB-06
ruzika@mathematik.uni-kl.de
Mathematik, Technische Universitit Kaiserslautern, Kaiser-
slautern, Germany

Sachs, Anna-Lena................................... TA-12
anna-lena.sachs @uni-koeln.de
Department of Supply Chain Management and Management
Science, University of Cologne, Germany

Sadeh, Arik........... ... .. ... WC-17
sadeh @ hit.ac.il
Technology Management Faculty, HIT Holon Institute of
Technology, Holon, Israel

Schaap,Hendrik ................................... WC-03
hendrik.schaap @om.rwth-aachen.de
Chair of Operations Management, RWTH Aachen Univer-
sity, Aachen, NRW, Germany

Schifer,Luca....................................... TB-14
luca.schaefer @mathematik.uni-kl.de
Mathematik, Technische Universitit Kaiserslautern, Kaiser-
slautern, Rheinland-Pfalz, Germany

Schiewe, Philine.................................... WD-02
p.schiewe @math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
of Goettingen, Gottingen, Germany

Schiffels, Sebastian................................. WB-12
sebastian.schiffels @wi.tum.de
TUM School of Management, Technische Universitit
Miinchen, Miinchen, Germany

Schlosser, Rainer.................................... TB-02
rainer.schlosser @ hpi.de
Hasso Plattner Institute, University of Potsdam, Germany

Schmidt, Daniel . .................................... TB-10
schmidt@informatik.uni-koeln.de
Institut fiir Informatik, Universitit zu Ko6ln, Koln, Germany

Schmidt, Kerstin................................... WC-02
kerstin.schmidt @ tu-braunschweig.de
Institute of Automotive Management and Industrial Produc-
tion, Technische Universitit Braunschweig, Braunschweig,
Germany



OR2018 — Brussels

SESSION CHAIR INDEX

Schobel, Anita...................................... TB-09
schoebel @math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
Goettingen, Gottingen, Germany

Schwerdfeger, Stefan................................ TB-03
Stefan.Schwerdfeger @uni-jena.de
Friedrich-Schiller-Universitidt Jena, Lehrstuhl fiir Manage-
ment Science, Germany

Seer,Stefan..............................L. FA-02
stefan.seer@ait.ac.at
Center for Mobility Systems, AIT Austrian Institute of Tech-
nology, Vienna, Austria, Austria

Seidb Andrea................... ..o, FA-14
andrea.seidl @univie.ac.at
Department of Business Administration, University of Vi-
enna, Vienna, Austria

Sellami, Lynda...................................... FA-08
Lynda.sellami@univ-bejaia.dz
Sciences de Gestion, Université de Bejaia, Bejaia, Algeria

Semet, Frédéric.................. ...l TD-03
frederic.semet@centralelille.fr
CRIStAL, Centrale Lille, Villeneuve d’Ascq, Cedex, France

Shao,Shuai........................................ WD-09
shuai.shao @ stat.uni-muenchen.de
Department of Statistics, LMU Munich, Munich, Bavaria,
Germany

Skopalik, Alexander................................ WC-12
skopalik @mail.uni-paderborn.de
University of Twente, Enschede, Netherlands

Sobhani,Anae ......................... ... ........ WC-01
anae.sobhani@mail.mcgill.ca
Technology, policy and management, Delft University, Delft,
Netherlands

Spindler, Sebastian. ............. ... .. ..ol TD-09
sebastian.spindler @ unibw.de
Universitit der Bundeswehr Miinchen, Germany

Stein, Oliver .................. ... . ... WC-19
stein@kit.edu
Institute of Operations Research, Karlsruhe Institute of Tech-
nology, Karlsruhe, Germany

Strohm, Fabian .................................... WB-13
strohm@bwl.uni-mannheim.de
Chair of Service Operations Management, University of
Mannheim, Mannheim, Germany

Sutterer,Paul ..................... ... ... FA-07
paul.sutterer @tum.de
Technical University Munich (TUM), Germany

Takahashi,Kei...................................... TD-14
taka84 @ gunma-u.ac.jp
Center for Mathematics and Data Science, Gunma Univer-
sity, Maebashi-shi, Gunma, Japan

Tancrez, Jean-Sébastien . ........................... WC-18
Js.tancrez@uclouvain.be
Louvain School of Management, Université catholique de
Louvain, Mons, Belgium

Thielen,Clemens. .................................. WC-14
thielen @ mathematik.uni-kl.de
Department of Mathematics, University of Kaiserslautern,
Kaiserslautern, Germany

Van Thielen, Sofie................................... TA-01
sofie.vanthielen @kuleuven.be
Leuven Mobility Research Centre, KU Leuven, Leuven, Bel-
gium

Vansteenwegen, Pieter.............................. WD-01
pieter.vansteenwegen @kuleuven.be
Leuven Mobility Research Center - CIB, KU Leuven, Leu-
ven, Belgium

Vié, Marie-SKklaerder............................... WC-15
marie-sklaerder.vie@unige.ch
Geneva University, Switzerland

Volk-Makarewicz, Warren........................... FA-17
wm.volk.makarewicz@ada.rwth-aachen.de
Operations Research and Management, RWTH Aachen Uni-
versity, Aachen, NRW, Germany

Volling, Thomas......................... ..., FA-09
volling @ pom.tu-berlin.de
Chair of Production and Operations Management, TU Berlin,
Berlin, Germany

Walther, Tom ...................................... WB-17
tom.walther@ gnosis.pm
Gnosis / Zuse Institute Berlin, Berlin, Berlin, Germany

Warode, Philipp ........................ TD-07
philipp.warode @ hu-berlin.de
Wirtschaftswissenschaftliche Fakultit, Humboldt-Universitit
zu Berlin, Berlin, Germany

Weber, Gerhard-Wilhelm. .................... FA-14, TA-14
gerhard-wilhelm.weber @put.poznan.pl
Faculty of Engineering Management, Chair of Marketing and
Economic Engineering, Poznan University of Technology,
Poznan, Poland

Werners, Brigitte. . ........... ... WB-02
or@rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, Germany

Westermann, Lutz . ................................ WD-16
lwestermann @ gams.com
GAMS Software GmbH, Koeln, Germany

Witt,Jonas............... ... . . TD-05
Jjonas.witt@rwth-aachen.de
Operations Research, RWTH Aachen University, Germany

Wortel,Pascal ...................................... TA-06
pascal.wortel@itwm.fraunhofer.de
Fraunhofer ITWM, Germany

Yapici Pehlivan, Nimet . ............................. TB-05
nimet @ selcuk.edu.tr
Statistics, Selcuk University, Konya, Turkey

Zipf,Michael .................... ... ... WD-11, TB-13
michael.zipf@tu-dresden.de
Chair of Energy Economics, Technische Universitét Dresden,
Germany

95



Author Index

Abedinnia, Hamid .. .......................... WB-09
hamid @ pscm.tu-darmstadt.de
Produktion und Supply Chain Management, Technische Uni-
versitdt Darmstadt, Darmstadt, Germany

Abel, Dirk........... ... WC-11, TD-13
d.abel@irt.rwth-aachen.de
Institute of Automatic Control (IRT), RWTH Aachen Univer-
sity, Aachen, Germany

Achterberg, Tobias.......................... ... .... WC-05
achterberg @zib.de
Gurobi, Berlin, Germany

Ackermann, Heiner ......................... TA-06, WC-14
heiner.ackermann @ itwm.fraunhofer.de
Department of Optimization, Fraunhofer Institute for Indus-
trial Mathematics ITWM, Kaiserslautern, Germany

Afsharian, Mohsen.................................. TB-14
m.afsharian@tu-braunschweig.de
Department of Business Sciences, Technische Universitit
Braunschweig, Braunschweig, Germany

Aghezzaf, El-Houssaine ............................ WD-14
ElHoussaine.Aghezzaf@ UGent.be
Industrial Management, Ghent University, Zwijnaarde, Bel-
gium

Agrawal, Anurag .............. .. .. ..ol WD-02
anuragagrawal49@ gmail.com
Electrical Engineering, Indian Institute of Technology Bom-
bay, Mumbai, Maharashtra, India

Ahola,Marja............. ... i TA-07
ahola@papier.tu-darmstadt.de
Chair of Paper Technology and Mechanical Process Engi-
neering, Technische Universitit Darmstadt, Darmstadt, Ger-
many

AKarcay,Ozlem ...................... ... ... TD-14
ozlemm.akarcay7 @ gmail.com
Selcuk university, Turkey

Aksakal, Erdem.................................... WD-14
erdem.aksakal @ atauni.edu.tr
Industrial Engineering, Ataturk University, Erzurum, Turkey

Aksen,Deniz ................ ... . ...l TD-03
daksen@ku.edu.tr
College of Administrative Sciences and Economics, Kog¢ Uni-
versity, Istanbul, Turkey

Aladag, Alper................ . ... . i WC-04
aaladag56 @ gmail.com
Industrial Engineering Department, Osmangazi University,
Ankara, Turkey

Altherr, Lena Charlotte . .............. TA-07, TB-07, TD-13
lena.altherr @fst.tu-darmstadt.de
Chair of Fluid Systems, Technische Universitdt Darmstadt,
Darmstadt, Germany

Amarouche, Youcef ................................ WC-09
youcef.amarouche @hds.utc.fr
Heudiasyc UMR CNRS 7253, Université de Technologie de
Compiegne (UTC), COMPIEGNE, France

Andersen, Anders N................................ WB-11
ana@emd.dk

96

EMD International A/S, Aalborg @, Denmark

Anderson, Lovis ............................. TA-04, TB-04
anderson@zib.de
Zuse Institute Berlin, Berlin, Germany

Ang, Man Shun Andersen........................... FA-14
manshun.ang @umons.ac.be
Mathematics and Operational Research, UMONS, Mons,
Belgium

Anjos, Miguel F. .................................... FB-01
anjos @ stanfordalumni.org
NSERC-Hydro-Quebec-Schneider Electric Senior Industrial
Research Chair, Inria International Chair, GERAD & Poly-
technique Montreal, Canada

Aras,Necati .............. ... ..., FA-05
arasn@boun.edu.tr
Industrial Engineering, Bogazici University, Istanbul, Turkey

Armbrust, Philipp . ................... ... TD-10
pharmbrust@edu.aau.at
Mathematics, Alpen-Adria-Universitit, Austria

Arnold, Florian . ................................... WD-03
Sflorian.arnold@uantwerpen.be
University of Antwerp, Belgium

Avila,Elina ........... .. ... .. ... ... ... WB-01
elina.avilao @ucuenca.edu.ec
KU Leuven, Belgium

AydingNursen ............ ...t . TD-02
nursen.aydin@wbs.ac.uk
Warwick Business School, University of Warwick, United
Kingdom

Aykanat,Dilara................. ... ...l FA-13
diaykanat@borusan.com
Borusan R&D, Turkey

Ayvaz,Berk........ ... ... FA-09
bayvaz@ticaret.edu.tr
Industrial Engineering, Istanbul Commerce University,
Turkey

Baader, Florian Joseph ............................. WC-11
florian.baader@ rwth-aachen.de
IRT, RWTH Aachen University, Germany

Babai, Mohamed Zied . ............................. WB-15
mohamed-zied.babai @bem.edu
BEM-Bordeaux Management School, Talence, Gironde,
France

Bachmann, Thomas................................. TB-01
thomas.bachmann@mobi.ch
die Mobiliar, Bern, Switzerland

Badia,Hugo ............ .. ... .. .. il WB-01
hubr@kth.se
KTH Royal Institute of Technology, Stockholm, Sweden

BahL,Bjorn.................. . ... i WB-07
bjoern.bahl@!Itt.rwth-aachen.de
Chair of Technical Thermodynamics, RWTH Aachen Uni-
versity, Aachen, Germany

Baltean-Lugojan,Radu ............................. TB-16
radu.baltean-lugojan09@imperial.ac.uk
Imperial College London, London, United Kingdom



OR2018 — Brussels

AUTHOR INDEX

Bambach,Markus..................... ... . ... ... TD-13
bambach@ibf.rwth-aachen.de
Institute of Metal Forming, RWTH Aachen University,
Aachen, Germany

Bapumia, Khairun................... .. .. .o WD-08
khairun.bapumia @rub.de
Ruhr University Bochum, Bochum, Germany

Bardow,Andre................... ... WB-07
andre.bardow @ Itt.rwth-aachen.de
RWTH Aachen University, Aachen, Germany

Barea, Adrian...................................... WC-07
a.barea.2017@alumnos.urjc.es
Teoria de la Sefial y Comunicaciones y Sistemas Telemdticos
y Computacién, Universidad Rey Juan Carlos, Fuenlabrada,
Madrid, Spain

Barketau, Maksim .................................. FA-06
barketau@mail.ru
United Institute of Informatics Problems, Academy of Sci-
ences of Belarus, Minsk, Belarus

Bas Vicente, Javier.................................. TD-01
jbas@umd.edu
University of Maryland, United States

Bastubbe, Michael .................................. TD-05
bastubbe @ or.rwth-aachen.de
Operations Research, RWTH Aachen University, Aachen,
Germany

Bauernhansl, Thomas .............................. WB-06
thomas.bauernhansl@iff.uni-stuttgart.de
Institut fiir Industrielle Fertigung und Fabrikbetrieb (IFF),
Stuttgart, Germany

Baumann,Daniel................................... WB-06
daniel.baumann @trumpf.com
TRUMPF GmbH & Co.
Wiirttemberg, Germany

KG, Ditzingen, Baden-

Baumgaertner, Nils................................. WB-07
Nils.baumgaertner@ltt.rwth-aachen.de
Institute for Technical Thermodynamics, RWTH-Aachen
University, Aachen, NRW, Germany

Bahr,Martin ... TD-13
Martin.Baehr@b-tu.de
Chair for Applied Mathematics, Brandenburg University of
Technology, Cottbus, Brandenburg, Germany

Barmann, Andreas................................. WD-04
andreas.baermann@fau.de
FAU Erlangen-Niirnberg, Erlangen, Germany

Becker, KaiHelge.................................. WD-10
becker@zib.de
Department of Mathematical Optimization, Zuse-Institut
Berlin, Berlin, Germany

Becker, Tristan.............................. WB-02, TD-15
tristan.becker @rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, NRW, Germany

Becker-Peth, Michael................................ TA-12
m.beckerpeth@rsm.nl
Technology and Operations Management, Rotterdam School
of Management, Erasmus University, Rotterdam, Nether-

lands

Behrend,Moritz . ................................... FA-03
moritz.behrend @ bwl.uni-kiel.de
Supply Chain Management, Kiel University, Kiel, Schleswig-
Holstein, Germany

Bektas,Tolga ................ . ... .. i TA-11
T.Bektas @soton.ac.uk
University of Southampton, Southampton Business School,
Southampton, United Kingdom

Belur,Madhu...................................... WD-02
belur@ee.iitb.ac.in
Electrical Engineering, Indian Institute of Technology Bom-
bay, Mumbai, Maharashtra, India

Benbouziane, Mohamed. ............................ TD-14
mbenbouziane @yahoo.fr
Faculty of Management and Business., University of Tlem-
cen, Tlemcen, Tlemcen, Algeria

Bender,Marco...................... ... i, WD-06
marco.bender @ inform-software.com
INFORM GmbH, Germany

Bensoussan, Alain.................................. WB-17

alain.bensoussan@utdallas.edu
School of Management, University of Texas at Dallas,
Richardson, TX, United States

Berckey, Sebastian ..................... ... WD-06
Sebastian. Berckey @ inform-software.com
Workforce Management, INFORM GmbH, Aachen, Ger-
many

Beresnev, Vladimir................................. WC-10
beresnev@math.nsc.ru
Operation Research, Sobolev Institute of Mathematics,
Novosibirsk, Russian Federation

Berlinska, Joanna................................... FA-06
joanna.berlinska@amu.edu.pl
Faculty of Mathematics and Computer Science, Adam Mick-
iewicz University in Poznari, Poznan, Poland

Berthold, Timo..................................... WB-05
timoberthold@fico.com
Fair Isaac Germany GmbH, Bensheim, Germany

Beullens, Patrick................................... WC-18
P.Beullens @soton.ac.uk
School of Mathematics, School of Management, University
of Southampton, Southampton, Hampshire, United Kingdom

Bichler,Martin ..................................... FA-07
martin.bichler @in.tum.de
Technical University of Munich, Germany

Bierlaire, Michel................................. FA-01, 02
michel.bierlaire @epfl.ch
Enac Inter Transp-or, Ecole Polytechnique Fédérale de Lau-
sanne (EPFL), Lausanne, Switzerland

Billhardt,Holger................................... WB-02
holger.billhardt@urjc.es
University Rey Juan Carlos, Mostoles (Madrid), Spain

Bindewald, Viktor ............... .. ... ... .. ... TB-10
viktor.bindewald @math.tu-dortmund.de
Mathematik, Technische Universitaect Dortmund, Dortmund,
Germany

97



AUTHOR INDEX

OR2018 — Brussels

Binici, Ela................. ... ... . ... WD-14
elabinici@gmail.com
Ataturk University Ata Technocity, Erzurum, Turkey

Birbil, Ilker. ................... ... ... ... ... TD-02
birbil@ese.eur.nl
Econometric Institute, Erasmus University Rotterdam, Rot-
terdam, Netherlands, Netherlands

Blanco,Ignacio ................. ... ... WB-11
ighl@dtu.dk
Applied Mathematics and Computer Science, Technical Uni-
versity of Denmark, Kgs. Lyngby, Copenhagen, Denmark

Block, Joachim..................................... WB-10
archibald@ieee.org
Institut fiir Theoretische Informatik, Mathematik und Op-
erations Research, Universitit der Bundeswehr Miinchen,
Neubiberg, Germany

Block, Julia Sophie............... ...l TA-02
julia.block@rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, NRW, Germany

Blumberg, Gerald ................ ... .. ... WB-11
gerald.blumberg @uni-due.de
Chair for Management Science and Energy Economics,
House of Energy Markets and Finance, Essen, NRW, Ger-
many

Bonami, Pierre......................... ... ... ..., TB-16
pierre.bonami@es.ibm.com
IBM, Madrid, Spain

Boros,Endre................. ... ... ... WC-10
Endre.Boros@rutgers.edu
Msis & Rutcor, Rutgers University, Piscataway, New Jersey,
United States

Bortolomiol, Stefano ................................ FA-01
stefano.bortolomiol @epfl.ch
Transport and Mobility Laboratory, EPFL, Lausanne, Vaud,
Switzerland

Boschetti, Marco Antonio. .......................... WB-16
marco.boschetti@unibo.it
University of Bologna, CESENA, — Please Select (only U.S.
/ Can / Aus), Italy

Boylan, John........... .. ... . ... ... WB-15
Jj-boylan@lancaster.ac.uk
Management Science, Lancaster University, Lancaster,
United Kingdom

Boysen, Nils ......... ... i TB-03
nils.boysen @uni-jena.de
Lehrstuhl fiir ABWL/ Operations Management, Friedrich-
Schiller-Universitit Jena, Jena, Germany

Boywitz, David........... ... .. ... TB-03
david.boywitz @uni-jena.de
Lehrstuhl fiir ABWL/Management Science, Friedrich-
Schiller-Universitit Jena, Germany

Braekers,Kris ...................... WD-03, WD-08, FA-15
kris.braekers @uhasselt.be
Research Group Logistics, Hasselt University, Hasselt, Bel-
gium

Brandao, Fllipe.................... ... .. ..., TA-05

98

fdabrandao @ampl.com
AMPL, Portugal

Brauvers,Willem ................................... WB-14
willem.brauers @uantwerpen.be
Economics, University of Antwerp, Antwerpen, Flanders,
Belgium

Braune,Roland ............... . ... ... .ol WC-18
roland.braune @univie.ac.at
Department of Business Administration, University of Vi-
enna, Vienna, Austria

Brauner,Nadia ..................................... TC-04
nadia.brauner @imag.fr
Université Grenoble Alpes, Grenoble, France

Bregar, Andrej.................... ... .. WB-14
andrej.bregar @informatika.si
Informatika, Maribor, Slovenia

Breitner, Michael H................................. WC-17
breitner @iwi.uni-hannover.de
Leibniz Universitat Hannover, Institut fiir Wirtschaftsinfor-
matik, Hannover, Germany

BreuB,Michael ..................................... TD-13
breuss@b-tu.de
Brandenburg Technical University, Germany

Briest,Gordon .................... ... WB-17
gordon.briest@ovgu.de
Faculty of Economics and Management, Otto-von-Guericke-
Universitdt Magdeburg, Magdeburg, Saxony-Anhalt, Ger-
many

Brinkmann, Jan ............... ... ... .. ... .. TA-08
J.brinkmann@tu-braunschweig.de
Decision Support Group, Technische Universitdt Braun-
schweig, Braunschweig, Lower Saxony, Germany

Briskorn,Dirk ............ ... ... ... . ... WB-03, FA-04
briskorn@uni-wuppertal.de
University of Wuppertal, Germany

Brotcorne,Luce.......................... ... ... TB-15
Luce.Brotcorne @inria.fr
INRIA, Villeneuve d’ Ascq, France

Bruckner, Thomas ................................. WC-11
bruckner@wifa.uni-leipzig.de
Institute for Infrastructure and Resources Management, Uni-
versitit Leipzig, Leipzig, Germany

Brueck,David ..................... ... ... .. ... TA-15
david_brueck@web.de
Mathematics, University of Kaiserslautern, Germany

Briiggemann, Wolfgang . ............................ TB-15
brueggemann @ uni-hamburg.de
Inst. f. Operations Research, Universitit Hamburg, Ham-
burg, Germany

Brunner,Jens.................. ... ... ... TA-02, WC-08
jens.brunner@unikat.uni-augsburg.de
Chair of Health Care Operations/Health Information Man-
agement, Faculty of Business and Economics, University of
Augsburg, Augsburg, Bavaria, Germany

Bruns,Bastian.............. ... .. ... TD-15
bruns @fluidvt. ruhr-uni-bochum.de
Ruhr-Universitidt Bochum, Germany



OR2018 — Brussels

AUTHOR INDEX

Buchwald, Torsten . ................................ WD-10
torsten.buchwald @tu-dresden.de
TU Dresden, Germany

Bucur, Paul Alexandru . ............................. FA-05
pabucur@edu.aau.at B
Universitit Klagenfurt, Bludenz, Osterreich, Austria

Budideti, Jyotsna ............... .. ...l TD-06
Jyotsna.budideti@ gmail.com
Applied Mathematics, Ecole Polytechnique, France

Bue,Martin................................ ... FA-08
martin.bue @inria.fr
INRIA, Villeneuve d Ascq, France

Buetikofer, Stephan .............. ... ... .. TA-01, WB-09
stephan.buetikofer @ zhaw.ch
Institute of Data Analysis and Process Design, Zurich Uni-
versity of Applied Sciences, Winterthur, Switzerland

Buhl, Johannes ...................... ... ... ... TD-13
johannes.buhl@b-tu.de
Maschinenbau, Elektro- und Energiesysteme, Lehrstuhl Kon-
struktion und Fertigung, Cottbus, Germany

Burgenmeister, Balthasar........................... WC-11
Balthasar. Burgenmeister @iwb.ch
IWB Industrielle Werke Basel, Basel, Switzerland

Burtscheidt, Johanna ............................... TB-08
johanna.burtscheidt@uni-due.de
Mathematics, University of Duisburg-Essen, Essen, Germany

Biising, Christina . ... WB-02, TD-04, WD-04, WD-08, TD-11
buesing @math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University,
Aachen, Nordrhein-Westfalen, Germany

Biiskens, Christof . .................................. TB-16
bueskens @math.uni-bremen.de
Zentrum fiir Technomathematik, Universitit Bremen, Bre-
men, Germany

Busse,Jan................. ... TA-13
busse @bwl.uni-hildesheim.de
Institut fiir Betriebswirtschaft und Wirtschaftsinformatik,
Universitéit Hildesheim, Hildesheim, Germany

Bussieck, Michael ........................... TA-05, WD-16
MBussieck @ gams.com
GAMS Software GmbH, Frechen, Germany

C,Rajendran ...................coiiiiiiiiinennn.n. FA-06
craj@iitm.ac.in
[ITMadras, Chennai, TN, India

Cada,Roman.........................cciiiiiinn... TD-11
cadar@kma.zcu.cz
Department of Mathematics, University of West Bohemia,
Czech Republic

Cadarso,Luis.................. ... WC-07
luis.cadarso@urjc.es
Rey Juan Carlos University, Fuenlabrada, Madrid, Spain

Calik,Hatice................ ... ..o, WC-02
hatice.calik@univ-lorraine.fr
LORIA, Université de Lorraine, Nancy, France

Calmels, Dorothea .................................. FA-06

dorothea.calmels @uni-passau.de
Business, Economics and Information Systems, University of
Passau, Passau, Germany

Cambazard, Hadrien................................ TC-04
hcambazard @ gmail.com
Operations Research, G-SCOP, Grenoble, France

Campbel, Ann................ ... ... WD-18
ann-campbell @uiowa.edu
The University of Iowa, Iowa City, United States

Captivo, MariaEugénia............................ WB-02
mecaptivo@fc.ul.pt
Departamento de Estatistica e Investigacdo Operacional, Uni-
versidade de Lisboa, Faculdade de Ciéncias and Centro de
Matemdtica, Aplicagdes Fundamentais e Investigacdo Opera-
cional, Lisboa, Portugal

Caris,An...................oiiiiiiiiiiii. WD-03, FA-15
an.caris@uhasselt.be
Research Group Logistics, Hasselt University, Diepenbeek,
Belgium

Carvalho,AnaSofia................................ WB-02
asofia.fcarvalho @ gmail.com
CMAFcIO, Lisboa, Portugal

Catanzaro, Daniele.................................. TA-04
daniele.catanzaro @uclouvain.be
Louvain School of Management & CORE, Université
Catholique de Louvain, Mons, Belgium

Catay, Biilent ...................... .. ... ‘WD-03, FA-09
catay @ sabanciuniv.edu
Faculty of Engineering and Natural Sciences, Sabanci Uni-
versity, Istanbul, Turkey

Cats,Oded.................. i WB-01
o.cats@tudelft.nl
Delft University of Technology, Delft, Netherlands

Cattaruzza, Diego........................... TD-03, WC-03
diego.cattaruzza @ centralelille.fr
Centrale Lille, France

Cattrysse, Dirk.............. ... ... .. ... ..., WC-15
dirk.cattrysse @ cib.kuleuven.be
Centre for Industrial Management/Traffic & Infrastructure,
KU Leuven, Heverlee, Belgium

Catusse,Nicolas .................................... TC-04
nicolas.catusse @ grenoble-inp.fr
Grenoble INP / G-SCOP, France

Chaturvedi, Aadhaar............................... WB-08
aadhaar.chaturvedi@unamur.be
Business Administration, Université de Namur, Namur, Bel-
gium

Chen, An..... ... ... ... . . .. i TA-14
an.chen@uni.ulm.de
University of Ulm, Ulm, Germany

Chen,Lin......... ... ... ... .. ... ... WD-10
chenlinl98662 @ gmail.com
Mta Sztaki, Budapest, Hungary

Cherchi, Elisabetta ................................. TD-01
Elisabetta. Cherchi@newcastle.ac.uk
School of Engineering, Newcastle University, Newcastle uon
Tyne, United Kingdom

99



AUTHOR INDEX

OR2018 — Brussels

Chevalier, Philippe . .............. ... .. ... ... WB-08
philippe.chevalier @uclouvain.be
Louvain School of Management - CORE, Université
catholique de Louvain, Louvain-la-Neuve, Belgium

Chevalier-Roignant, Benoit . ........................ WB-17
benoit.chevalier-roignant @kcl.ac.uk
Accounting & Financial Management, King’s College Lon-
don, London, United Kingdom

Chirayil Chandrasekharan, Reshma ................ WC-10
ReshmaCC @kuleuven.be
Computer Science, KU Leuven, Ghent, Belgium

ChiuyManKwun ................................... TB-11
cmk.kenny @ gmail.com
National Institute of Informatics, Japan

Chorus, Caspar G. ..............ccoiiiiieninan... WC-01
C.G.Chorus@tudelft.nl
Transport and Logistics, TU Delft, Delft, Netherlands

Christen,David .................................... WD-17
christen @wiwi.uni-marburg.de
Finance & Banking, University of Marburg, Marburg, Hes-
sen, Germany

Christophel, Philipp.......................... ... WB-05
Philipp.Christophel @sas.com
Operations Research R&D, SAS Institute Inc., Mainz, Ger-
many

Cirillo,Cinzia ...................................... TD-01
ccirillo@umd.edu
Civil and Environmental Engineering, University of Mary-
land, College Park, MD, United States

Claeys,Dieter............................... FA-10, WD-14
dieter.claeys @ugent.be
Industrial Systems Engineering and Product Design, Ghent
University, Zwijnaarde, Belgium

Claus,Matthias..................................... TB-08
matthias.claus @uni-due.de
Mathematik, Universitdt Duisburg-Essen, Essen, Germany

Claus, Thorsten........................ ... TB-15
thorsten.claus @ tu-dresden.de
[HI Zittau, TU Dresden, Zittau, Germany

Cleophas, Catherine................................ WD-18
c.cleophas@lancaster.ac.uk
Management School, Lancaster University, United Kingdom

Coindreau, Marc-Antoine .......................... WD-07
marc-antoine.coindreau@unil.ch
HEC, Department of Operations, University of Lausanne,
Lausanne, Switzerland

Colini-Baldeschi, Riccardo . ......................... TD-07
rickuz@fb.com
Facebook, London, United Kingdom

Comis,Martin.............................. TD-04, WD-08
comis @math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University, Ger-
many

Contardo,Claudio . ................................. TA-03
contardo.claudio@uqgam.ca
Department of management and technology, Esg UqAm,

100

Montreal, Québec, Canada

Cordeau, Jean-Francois ............................. TA-09
Jjean-francois.cordeau@hec.ca
Department of Logistics and Operations Management, HEC
Montréal, Montreal, Canada

Corman, Francesco ........................covuen... TA-01
francesco.corman@ivt.baug.ethz.ch
ETH Zurich, Switzerland

Correa, Jos€ . ........... . i TD-07
correa@uchile.cl
Departamento de Ingenieria Industrial, Universidad de Chile,
Santiago, Chile

Cortinhal, Maria................................... WC-18
maria.cortinhal @iscte.pt
Dep. Métodos Quantitativos para Economia e Gestdo, ISCTE
- IUL / Centro IO, Portugal, ISCTE-IUL/CIO, Lisbon, Portu-
gal

Cottam,Bobby................ ... ... .. ...l WC-01
bjcottam @ email.uark.edu
Industrial Engineering, University of Arkansas, Fayetteville,
AR, United States

Crainic, Teodor Gabriel ............................ WC-09
TeodorGabriel.Crainic @cirrelt.net
School of Management, Univ. du Québec a Montréal, Mon-
tréal, QC, Canada

Crama, YVes...............ooiiiiiiinnnnn... TB-01, WC-10
Yves.Crama@uliege.be
HEC - Management School, University of Liege, Liege, Bel-
gium

Creemers,Stefan............................ FA-13, WB-13
s.creemers @ieseg.fr
IESEG School of Management, Lille, France

Cseh, Agnes ....................................... WD-12
cseh.agnes@krtk.mta.hu
Hungarian Academy of Sciences, Budapest, Hungary

Cung,Van-Dat...........................ccovua... WD-07
Van-Dat.Cung @ grenoble-inp.fr
Grenoble INP - Génie Industriel, Laboratory G-SCOP,
Grenoble Cedex, France

Czimmermann, Peter ............................... TA-11
petocimo @frcatel fri.uniza.sk
Dep. of Mathematical Methods and Operations Research,
University of Zilina, Slovakia

D’Andreagiovanni, Fabio............................ TB-15
f-dandreagiovanni @ gmail.com
University of Technology of Compiegne (UTC), Compiegne,
France

D’Ariano, Andrea.................................. WD-01
dariano@ing.uniroma3.it
Universita degli Studi Roma Tre, Roma, Italia, Italy

Dahlbeck,Mirko ................................... WB-04
m.dahlbeck@math.uni-goettingen.de
Mathematik und Informatik, Universitdt Gottingen, Gottin-
gen, Niedersachsen, Germany

Dahmen,Martin.................................... TB-08
martin.dahmen @ tu-clausthal.de
Institute of Applied Stochastics and Operations Research, TU



OR2018 — Brussels

AUTHOR INDEX

Clausthal, Germany

Darlay, Julien............................... WB-06, TB-16
Jjdarlay@localsolver.com
LocalSolver, Paris, France

De Boeck, Jérome. .................................. TB-15
Jjdeboeck@ulb.ac.be
Graphes et Optimisation Mathématique, Université Libre de
Bruxelles, Bruxelles, Belgium

De Causmaecker, Patrick............................ TD-02
Patrick.DeCausmaecker@kuleuven.be
Computer Science/CODeS, Katholieke Universiteit Leuven,
Kortrijk, Flanders, Belgium

deCelis,Radl................................ou0 WC-07
raul.decelis@urjc.es
European Institute For Aviation Training And Accreditation,
Universidad Rey Juan Carlos, Fuenlabrada, MADRID, Spain

De Giovanni, Luigi . ................................ WC-07
luigi @math.unipd.it
Dipartimento di Matematica, Universita di Padova, Padova,
Italy

de Keijzer,Bart.................................... WD-12
bdekeijzer @ gmail.com
University of Essex, United Kingdom

De Smet, Geoffrey.................. ... ... WB-06
gds.geoffrey.de.smet@gmail.com
Red Hat (company), Gent, Belgium

De Vuyst, Stijn.......... ... FA-10
stijn.devuyst@ugent.be
Industrial Systems Engineering and Product Design, Ghent
University, Zwijnaarde, Belgium

Deelstra, Griselda . ................................. WB-17
griselda.deelstra@ulb.ac.be
Université libre de Bruxelles, Brussels, Belgium

Dehez,Pierre .............. ... ... FA-12
dehez@core.ucl.ac.be
CORE, University of Louvain, Louvain-la-Neuve, Belgium

Delbot, Francois . ................ ..., FA-11
francois.delbot@parisnanterre.fr
LIP6, Paris, France

Dellnitz, Andreas................................... WC-07
andreas.dellnitz @fernuni-hagen.de
Chair of Operations Research, FernUniversitét in Hagen, Ha-
gen, Germany

Delmée, Quentin.................................... TB-14
quentin.delmee @univ-nantes.fr
Informatique, Université de Nantes, NANTES, France

Delorme, Maxence .................coiiiiinnnnennnn. FA-04
maxence.delorme2 @unibo.it
University of Bologna, Bologna, Italy

Demeulemeester, Erik . ...................... TA-02, WC-13
Erik.Demeulemeester @kuleuven.be
KBI, KU Leuven, Leuven, Belgium

Dempe, Stephan ..................... ...l TB-08
dempe @math.tu-freiberg.de
Mathematics and Computer Sciences, Technische Universi-
taet Freiberg, Freiberg, Germany

Dendauw, Pieterjan ................................ WD-14
pieterjan.dendauw @ugent.be
Industrial Systems Engineering and Product Design, Ghent
University, Belgium

Desaulniers, Guy..............c.coiiiiiiiiiian... TA-03
Guy.Desaulniers@gerad.ca
Ecole Polytechnique de Montréal and GERAD, Montréal,
Canada

Devillez, Gauvain................................... TD-06
gauvain.devillez@umons.ac.be
Computer science, UMONS, Mons, Hainaut, Belgium

Dewil, Reginald .................................... WC-15
reginald.dewil @ kuleuven.be
Centre for Industrial Management / Traffic & Infrastructure,
KU Leuven, Leuven, Belgium

Diehlmann, Florian ................................ WD-18
Sflorian.diehlmann @kit.edu
Institute for Industrial Production, Karlsruhe Institute of
Technology (KIT), Germany

Diessel, Erik ................. ... ... ... ... TA-06
erik.diessel @itwm.fraunhofer.de
Department of Optimization, Fraunhofer Institute for Indus-
trial Mathematics ITWM, Kaiserslautern, Germany

Dietz, Tobias................................ TB-14, WC-14
dietz@mathematik.uni-kl.de
Technische Universitit Kaiserslautern, Germany

Dobos,Imre .................. ... ... ... TB-03
imre.dobos @uni-corvinus.hu
Logistics and Supply Chain Management, Corvinus Univer-
sity of Budapest, Budapest, Hungary

Doge, Alexander ........................ ... FA-05
alexander.doege @ tum.de
TUM School of Management, Technical University of Mu-
nich, Germany

Dormann,Nora................. ..., WB-10
nora.doermann@uni-due.de
Universitdt Duisburg-Essen, Duisburg, Germany

Dragan,Irinel............... ... .. ... ... ... ...... FA-12
dragan@uta.edu
Mathematics, University of Texas, Arlington, Texas, United
States

Duetting, Paul ...................................... TB-12
p.d.duetting@lse.ac.uk
Mathematics, London School of Economics, London, United
Kingdom

Duggan, Jim............. .. ... ... TD-12
jim.duggan@nuigalway.ie
Information Technology, NUI, Galway, Galway, Galway, Ire-
land

Dutta,Soumya................ ... ... ... WD-02
soumya.besuee @ gmail.com
Electrical Engineering, Indian Institute of Technology Bom-
bay, Mumbai, Maharashtra, India

Duvocelle, Benoit. ........... ... .. ... .. ... FA-12
b.duvocelle @ maastrichtuniversity.nl
Maastricht University, Quantitative Economics, Maastricht,
Netherlands

101



AUTHOR INDEX

OR2018 — Brussels

Eberle, Franziska.................................. WD-10
eberle @uni-bremen.de
FB 3: Mathematics / Computer Science, University of Bre-
men, Bremen, Bremen, Germany

Ehmke, Jan Fabian ................................ WD-18
Jjan.ehmke @ovgu.de
Management Science,  Otto-von-Guericke University,
Magdeburg, Germany

El Harrab, Mohamed Saad . ......................... TA-11
Mohamed-Saad.EL_HARRAB@mines-paristech.fr
Mines ParisTech, Paris, France

El Majdouli, Mohamed Amine...................... WD-05
eropro08@ gmail.com
Mohammed V University, RABAT, Morocco

Elberfeld, Michael ................................. WD-06
michael.elberfeld @inform-software.com
INFORM GmbH, Aachen, Germany

Emde,Simon ............. ... .. ... i FA-13
emde @bwl.tu-darmstadt.de
Management Science / Operations Research, Technische Uni-
versitdt Darmstadt, Darmstadt, Germany

Emmerich, Michael ................................ WC-14
emmerix@ gmail.com
Leiden University, LIACS, Leiden, ZH, Netherlands

Engelsberg, Patrick ................................. FA-09
patrick.engelsberg @fernuni-hagen.de
Production and Logistics Management, FernUniversitdt in
Hagen, Ko6ln, Germany

Espinouse, Marie-Laure............................ WD-07
marie-laure.espinouse @ grenoble-inp.fr
Université Grenoble Alpes, G-SCOP Laboratory, Grenoble,
France

Ess,Severin.................... ... ... ... ... TA-01
esss@zhaw.ch
School of Engineering, Zurich University of Applied Sci-
ences, Winterthur, Schweiz, Switzerland

Etschmann,Roman................................. TB-01
roman.etschmann @ zhaw.ch
Zurich University of Applied Sciences, Winterthur, Switzer-
land

Eygi Erdogan, Birsen............................... WC-16
birsene @marmara.edu.tr
Statistics, Marmara University, Istanbul, Turkey

Fabian,Csaba ...................................... TB-08
fabian.csaba @ gamf.uni-neumann.hu
Dept.  of Informatics, John von Neumann University,
Kecskemet, Hungary

Fanelli, Angelo............ ... ... . ... ... .. WC-12
angelo.fanelli@unicaen.fr
CNRS, France, France

Fang, Ni....... ..., TA-12
fang @wiso.uni-koeln.de
Supply Chain Management - Strategy and Innovation, Uni-
versity of Cologne, Cologne, Germany

Faramarzi Oghani, Sohrab .......................... FA-08
sohrab.faramarzi@yahoo.com

102

Inria Lille-Nord Europe, France

Farooq,Sadia................. .. ... ... ...l FA-08
phd10sf@mail. wbs.ac.uk
Hailey College of Commerce, University of the Punjab, La-
hore, Pakistan

Faulin, Javier .................. ... . ... ... WC-09
Javierfaulin@unavarra.es
Institute Smart Cities- Dept Statistics and Operations Re-
search, Public University of Navarre, Pamplona, Navarra,
Spain

Feldotto, Matthias.................................. WC-12
feldi@mail upb.de
Heinz Nixdorf Institute, University of Paderborn, Paderborn,
Germany

Feniser,Cristina ................................... WC-17

cristina.feniser @mis.utcluj.ro
Management and System Engineer, Technical University of
Cluj Napoca, Alba Iulia, Romania, Romania

Fernandez,Elena ................................... TA-03
e.fernandez@upc.edu
Statistics and Operations Research, Technical University of
Catalonia, Barcelona, Spain

Fiand, Frederik . ............................ TA-05, WD-16
[fiand@ gams.com
GAMS Software GmbH, Braunschweig, Germany

Figueira, José Rui................................... TB-14
figueira@ist.utl.pt

Instituto Superior Tecnico, Technical University of Lisbon,
Lisbon, Portugal

Finnah,Benedikt ................................... TD-08
benedikt.finnah @uni-due.de
Universitdt Duisburg-Essen, Germany

Fischer,Anja.......... ... ... .. ... ... . ... WB-04
anja2.fischer @tu-dortmund.de
TU Dortmund, Dortmund, Germany

Fischer,Felix ....................................... TB-12
felix.fischer@gmul.ac.uk
School of Mathematical Sciences, Queen Mary University of
London, London, United Kingdom

Fischer,Frank ..................................... WB-04
[frank.fischer@uni-kassel.de
Mathematics and Natural Sciences, University of Kassel,
Kassel, Germany

Fischer,Kathrin.................................... TD-09
kathrin.fischer @ tu-harburg.de
Institute for Operations Research and Information Systems,
Hamburg University of Technology (TUHH), Hamburg, Ger-
many

Fischetti, Matteo.................................... TD-06
fisch@dei.unipd.it
DEI, University of Padua, Padova, Italy, Italy

Fleischmann, Moritz ....................... WC-16, WD-18
Moritz. Fleischmann @ bwl.uni-mannheim.de
Chair of Logistics and Supply Chain Management, Univer-
sity of Mannheim, Mannheim, Germany

Fliedner,Malte.............................c.c.ooun. FA-15
Malte.Fliedner @wiso.uni-hamburg.de



OR2018 — Brussels

AUTHOR INDEX

University of Hamburg, Hamburg, Germany

Fontaine, Pirmin................................... WC-09
pirmin.fontaine @tum.de
Technical University of Munich, Germany

Forbes, Michael..................................... TA-03
m.forbes @uq.edu.au
University of Queensland, Brisbane, Australia

Fortz,Bernard......................... ... ..ol TB-15
bernard.fortz@ulb.ac.be
Département d’Informatique, Université Libre de Bruxelles,
Bruxelles, Belgium

Fourer,Robert...................... ... ... .......... TA-05
4er@ampl.com
AMPL Optimization Inc., Evanston, IL, United States

Frankowska, Hélene................................. FA-14
helene.frankowska @imj-prg.fr
UPMC, Univ Paris 06, Paris, France

Franzin, Alberto................................... WD-05
afranzin@ulb.ac.be
IRIDIA, Université Libre de Bruxelles (ULB), Belgium

Frendo,Oliver ..................................... WC-02
oliver.frendo @sap.com
Sap Se, Walldorf, Baden-Wiirttemberg, Germany

Frick,Klaus ............. ... .. i, FA-05
klaus.frick@ntb.ch
Institut fiir Computational Engineering, Interstaatliche
Hochschule fiir Technik Buchs, Buchs, Switzerland

Friedemann, Martin................................ TD-09
martin.friedemann @ omb420.solutions
omb420.solutions GmbH, Berlin, Germany

Friedrich, Markus ................................. WD-02
markus.friedrich@isv.uni-stuttgart.de
Institut fiir StraBen- und Verkehrswesen, Universitit
Stuttgart, Stuttgart, Germany

Friedrich, UIf............... ... ... . ... ......... TB-04
ulf.friedrich@tum.de
Operations Research, Technical University of Munich, Mu-
nich, Germany

Friesen, John ....................................... TB-07
john.friesen@fst.tu-darmstadt.de
Chair of Fluid Systems, Technische Universitit Darmstadt,
Darmstadt, Germany

Frisch,Sarah ....................................... TA-10
sarah.frisch@aau.at
Mathematik, Alpen-Adria-Universitit Klagenfurt, Neumarkt,
Steiermark, Austria

Frohlich,Nicolas.................................... TB-14
froehlich@mathematik.uni-kl.de
Mathematik, Technische Universitit Kaiserslautern, Ger-
many

Frohling, Magnus.........................coiiin... TB-13
magnus.froehling @ bwl.tu-freiberg.de
Faculty of Economics, TU Bergakademie Freiberg, Freiberg,
Germany

Frohn,Martin ...................................... TA-04
martin.frohn @uclouvain.be

CORE, Université Catholique de Louvain, Belgium

Fiigener, Andreas ........................coiiiinn. WB-12
andreas.fuegener @uni-koeln.de
Universitit Koln, Koln, Germany

Fiigenschuh, Armin.......................... TB-07, TD-13
fuegenschuh@b-tu.de
MINT, Brandenburg Technical University, Cottbus, Germany

Fukushima,Masao.................................. FA-14
Juku@ji.kyoto-u.ac.jp
Kyoto University, Japan

Gabay, Michaél ...................... .. ... WB-07
michael.gabay@artelys.com
Artelys, France

Gaertner, Nadine................................... WC-02
nadine.gaertner@sap.com
Sap Se, Walldorf, Germany

Gahm, Christian. . ........................... FA-13, TB-13
christian.gahm @wiwi.uni-augsburg.de
Chair of Production & Supply Chain Management, Augsburg
University, Augsburg, Germany

Gallay, Olivier ................... ... WD-07
olivier.gallay@unil.ch
HEC, Department of Operations, University of Lausanne,
Lausanne, Switzerland

Gandibleux, Xavier .................... ... ... TB-14
xavier.gandibleux @univ-nantes.fr
Ls2n - Umr Cnrs 6004, University of Nantes, Nantes, France

Ganschinietz, Chantal............................... TB-13
chantal.ganschinietz @wiwi.uni-augsburg.de
Chair of Production & Supply Chain Management, Univer-
sity of Augsburg, Augsburg, Germany

Gansterer, Margaretha.............................. TD-15
margaretha.gansterer @univie.ac.at
University of Vienna, Austria

Garcia-Sanchez, Alvaro ............................ WB-02
alvaro.garcia@upm.es
Ingenieria de Organizacién, Administracién de Empresas
y Estadistica, Universidad Politécnica de Madrid, Madrid,
Spain

Geldermann, Jutta.......................... TA-13, WD-14
Jjutta.geldermann @ uni-due.de
Chair of Business Administration and Production Manage-
ment, University of Duisburg-Essen, Duisburg, Germany

Gemander, Patrick.......................... WD-04, TB-06
patrick.gemander@fau.de
FAU Erlangen-Niirnberg, Erlangen, Germany

Gencalp, Evrim ......... ... ... .. ... FA-13
evrimgencalp @ gmail.com
Borusan R&D, Istanbul, Turkey

Gendron,Bernard .................................. FA-01
gendron@iro.umontreal.ca
DIRO/CIRRELT, Université de Montréal, Montréal, Québec,
Canada

Gerhards, Patrick.................................. WC-13

patrick.gerhards @ hsu-hh.de
Institute of Computer Science, Helmut-Schmidt-Universtitét,

103



AUTHOR INDEX

OR2018 — Brussels

Hamburg, Germany

Gersing, Timo..............................oiue.. WB-02
gersing@math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University, Ger-
many

Gillis,Nicolas ................ ..., FA-14
nicolas.gillis@umons.ac.be
Mathematics and Operational Research, Université de Mons,
Mons, Belgium

Gilroy,Bernard .................................... WD-17
mikegilroy @notes.upb.de
Economics, University of Paderborn, Paderborn, NRW, Ger-
many

Glaser, Manuel...................................... TA-02
manuel.glaser @unikat.uni-augsburg.de
UNIKA-T, Universitit Augsburg, Augsburg, Germany

Glensk,Barbara................................... WD-11
bglensk@eonerc.rwth-aachen.de
RWTH Aachen University, Germany

Glushko,Pavlo...................................... TB-08
Glushko @ europa-uni.de
Information and Operations Management, European-
University Viadrina Frankfurt (Oder), Frankfurt (Oder), Ger-
many

Gnegel, Fabian...................................... TB-07
gnegel@b-tu.de
Mathematics, BTU Cottbus-Senftenberg, Cottbus, Germany

Goderbauer, Sebastian ............................. WC-04
goderbauer@or.rwth-aachen.de
Lehrstuhl fiir Operations Research, RWTH Aachen Univer-
sity, Aachen, Germany

Goebbels, Steffen................................... WB-04
Steffen.Goebbels @ hsnr.de
iPattern Institute, Faculty of Electrical Engineering and Com-
puter Science, Niederrhein University of Applied Sciences,
Germany

Golden,Bruce ........................... WB-03
bgolden @rhsmith.umd.edu
Decision & Information Technologies, University of Mary-
land, College Park, MD, United States

Golderbein, Alexander ............................. WD-17
alexander.golderbein@upb.de
Economics, Universitit Paderborn, Paderborn, Germany

Gomez,Claudio........................... ... TA-01
gome@zhaw.ch
School of Engineering, Zurich University of Applied Sci-
ences, Winterthur, Schweiz, Switzerland

Gonsch, Jochen ............................. WC-02, TD-08
Jjochen.goensch@uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Duisburg, Germany

Goossens,Dries .................. .. ... FA-04
Dries.Goossens @ugent.be
Management Information science and Operations Manage-
ment, Ghent University, Gent, Belgium

Gorgiilii, Berk .. ....... .. ... FA-05
berk.gorgulu@boun.edu.tr

104

Bogazici University, Istanbul, Turkey

Gortz,Simon ............ ... ... WC-04
sgoertz@uni-wuppertal.de
University of Wuppertal, Wuppertal, Germany

Gossinger, Ralf .............................. TB-03, TA-15
ralf.goessinger@udo.edu
Business Administration, Production and Logistics, Univer-
sity of Dortmund, Dortmund, Germany

Gottwald, RobertLion ............................. WC-05
robert.gottwald @zib.de
Mathematical Optimization, Zuse Institute Berlin, Germany

Gouveia, Luis............... ... ... ... i TA-11
legouveia@fc.ul.pt
DEIO - Departamento de Estatistica e Investigacdo Opera-
cional, Universidade de Lisboa - Faculdade de Ciéncias,
Lisboa, Portugal

Gouvine, Gabriel ................ ... .. ... TB-16
ggouvine @localsolver.com
LocalSolver, Paris, France

GroBler, Andreas .....................ciiiiiaaa... TD-12
andreas.groessler @ bwi.uni-stuttgart.de
Department of Operations Management, Universitit
Stuttgart, Stuttgart, Germany

Grunewald, Martin ................................. FA-09
m.grunewald@tu-bs.de
Institute of Automotive Management and Industrial Produc-
tion, Technische Universitit Braunschweig, Braunschweig,
Germany

Grunow,Martin .................... ... .. ... WC-15
martin.grunow @ tum.de
TUM School of Management, Technische Universitit
Miinchen, Miinchen, Germany

Gschwind, Timo ............................ TA-03, WB-04
gschwind@uni-mainz.de
Johannes Gutenberg University Mainz, Mainz, Germany

Gu,Wenjuan .............. ... .. i WC-03
wenjuan.gu@inria.fr
Centrale Lille, Inria, UMR 9189 - CRIStAL, France

Guericke,Daniela.................................. WB-11
dngk@dtu.dk
Applied Mathematics and Computer Science, Technical Uni-
versity of Denmark, Kgs. Lyngby, Denmark

Guericke,Stefan . ...................... ... FA-03
stefan.guericke @ gmail.com
A.P. Moller - Maersk, Copenhagen, Denmark

Guerry, Marie-Anne ..................... ..., TA-16
maguerry@vub.ac.be
MOSI, Vrije Universiteit Brussel, Brussels, Belgium

Guibadj, Rym............ ... WC-09
rym.guibadj@univ-littoral.fr
Université du Littoral Cote d’Opale, France

Gurski,Frank ................... ... . ... ... TB-11
frank.gurski@hhu.de
Institute of Computer Science, Heinrich Heine University
Diisseldorf, Diisseldorf, Germany

Gwiggner,Claus .....................ciiiiiiiann. WD-13



OR2018 — Brussels

AUTHOR INDEX

claus.gwiggner @uni-hamburg.de
Operations Research, University of Hamburg, Hamburg, Ger-
many

Haase,Knut ....................................... WD-07
knut.haase @wiso.uni-hamburg.de
Institut f. Verkehrswirtschaft, Lehrstuhl BWL, insb. Verkehr,
Universitdt Hamburg, Hamburg, Germany

Hainaut, Donatien.................................. WB-17
donatien.hainaut@uclouvain.be
Université Catholique de Louvain, Louvain-la-Neuve, Bel-
gium

Halffmann,Pascal . ................................. WC-14
halffmann @ mathematik.uni-kl.de
Mathematics, Technische Universitat Kaiserslautern, Ger-
many

Hamers,Herbert................................... WB-13
h.j.m.hamers @tilburguniversity.edu
Tilburg University, Tilburg, Netherlands

Hartisch, Michael .................................. WB-07
michael.hartisch@uni-siegen.de
Business Administration, University of Siegen, Siegen, Ger-
many

Hartl, Maximilian.................................. WD-02
maximilian.hartl@isv.uni-stuttgart.de
Universitét Stuttgart, Stuttgart, Germany

Hartl, Richard............................... TC-03, TD-15
richard.hartl@univie.ac.at
Business Admin, University of Vienna, Vienna, Austria

Haubner,Nicolas................................... WB-16
haubner@fzi.de
Karlsruhe Institute of Technology, Karlsruhe, Germany

Hauck,Florian...................................... TA-01
Sforian.hauck@fu-berlin.de
Information Systems, Freie Universitit Berlin, Berlin, Ger-
many

Haurand, MichelleD. .............................. WB-10
m.haurand@uni-bielefeld.de
Department of Business Administration and Economics,
Bielefeld University, Bielefeld, NRW, Germany

Hautz, Jessica..................... ... ..., TA-10
Jjessica.hautz @ gmx.net
Technische Wissenschaften, Alpen-Adria-Universitidt Kla-
genfurt, Klagenfurt, Carinthia, Austria

Hauweele, Pierre ................................... TD-06
pierre.hauweele @umons.ac.be
Algorithms Lab, UMONS, Mons, Belgium

Hihle, Anja......... ... .. ... i, TA-13
anja.haehle @ mathematik.tu-chemnitz.de
Fakultit fir Mathematik, TU Chemnitz, Chemnitz, Sachsen,
Germany

He,Qie...........oo i WC-10
ghe@umn.edu
Industrial and Systems Engineering, University of Minnesota,
Minneapolis, MN, United States

HeBler, Anja......... ... . .. i FA-15
anja.hessler@tu-clausthal.de
Institute of Management and Economics, Clausthal Univer-

sity of Technology, Clausthal-Zellerfeld, Germany

HeBler,Katrin ..................................... WB-04
khessler @uni-mainz.de
Chair of Logistics Management, Gutenberg School of Man-
agement and Economics, Johannes Gutenberg University
Mainz, Mainz, Germany

Heggen, Hilde......................... ... . ..... WD-03
hilde.heggen@uhasselt.be
Research Group Logistics, UHasselt, Belgium

Heil, Julia ........ .. ... ... ... .. ..l WD-02
Jjulia.heil@mailbox.tu-dresden.de
Faculty of Business and Economics, Chair of Business Man-
agement, esp. Industrial Management, TU Dresden, Dresden,
Germany

Heinold, Arne................................ ... TA-09
arne.heinold@bwl.uni-kiel.de
School of Economics and Business, Kiel University, Kiel,
Please Select (only U.S./ Can / Aus), Germany

Heins, Jakob.................... ... ... ... ........ WC-08
Jjakob.heins @unikat.uni-augsburg.de
Chair of Health Care Operations / Health Information Man-
agement, University of Augsburg, Augsburg, Germany

Heipcke,Susanne .................... ... . ... .. ... TA-05
susanneheipcke @fico.com
Xpress Optimization, FICO, Marseille, France

Heitz, Christoph .................................... TB-01
heit@zhaw.ch
Institute for Data Analysis and Process Design, Zurich Uni-
versity of Applied Sciences, Winterthur, Switzerland

Helmberg, Christoph................................ TA-13
helmberg @ mathematik.tu-chemnitz.de
Fakultét fiir Mathematik, Technische Universitdt Chemnitz,
Chemnitz, Germany

Helmling, Michael........................... TA-06, WC-14
michael.helmling @itwm.fraunhofer.de
Optimization, Fraunhofer Institute for Industrial Mathemat-
ics ITWM, Germany

Hendel, Gregor .................................... WC-05
hendel @zib.de
Optimization, Zuse Institute Berlin, Berlin, Germany

Hennen,Maike..................................... WB-07
maike.hennen@ltt.rwth-aachen.de
RWTH Aachen University, Aachen, Germany

Herbers, Jorg........... .. ... . il WD-06
Jjoerg.herbers @inform-software.com
INFORM GmbH, Aachen, Germany

Hermanns, Jeannette A. L. .......................... TA-08
J-hermanns @tu-bs.de
Decision Support Group, Braunschweig, Germany

Hermans,Ben...................................... WB-13
ben.hermans @kuleuven.be
KU Leuven, Belgium

Herrmann, Frank................................... TB-15
Frank.Herrmann@HS-Regensburg.de
Innovation and Competence Centre for Production Logistics
and Factory Planning, OTH Regensburg, Regensburg, Ger-
many

105



AUTHOR INDEX

OR2018 — Brussels

Hertrich, Christoph.......................... TA-06, TD-10
hertrich@mathematik.uni-kl.de
Mathematics, Technische Universitit Kaiserslautern, Ger-
many

Hesselbach, Willy .......... ... ... ... .. ... .. WB-04
willy.hesselbach@wiwi.uni-goettingen.de
Wood Biology and Wood Products, University of Goettingen,
Goettingen, Germany

Heuser, Patricia.................................... WD-06
heuser @ controlling.rwth-aachen.de
Faculty of Business and Economics, RWTH Aachen Univer-
sity, Aachen, Germany

Heydrich,Sandy ..................... ... ... TA-06
sandy.heydrich@ itwm.fraunhofer.de
Department of Optimization, Fraunhofer Institute for Indus-
trial Mathematics ITWM, Kaiserslautern, Germany

Hieber,Peter............ .. ... .. .. i TA-14
peter.hieber @uni-ulm.de
University of Ulm, Germany

Higashikawa, Yuya.................................. TB-11
parklife.parklife @ gmail.com
School of Business Administration, University of Hyogo,
Kobe, Japan

Hildebrandt, Thomas............................... WB-03
thomas.hildebrandt@wiwi.uni-halle.de
Institut  fiir Betriebswirtschaftslehre, Martin-Luther-
Universitidt Halle-Wittenberg, Halle, Sachsen-Anhalt, Ger-
many

Hillebrand, Bernd.................................. WD-15
bernd.hillebrand @ tu-dortmund.de
Chair of Production Management and Logistics, TU Dort-
mund University, Dortmund, Germany

Hiller, Benjamin ..................... TA-04, TB-04, WD-10
hiller@zib.de
Optimization, Zuse Institute Berlin, Berlin, Germany

Hoberg,Kai ...................... ... ... TA-12
Kai.Hoberg @the-klu.org
Supply Chain and Operations Strategy, Kiithne Logistics Uni-
versity, Hamburg, Germany

Hocke,Stephan ...............................oout. TB-05
Stephan.Hocke @ tu-dresden.de
Professur Verkehrsbetriebslehre insb. Logistik, TU-Dresden
Institut fiir Wirtschaft und Verkehr, Dresden, Sachsen, Ger-
many

Hoeksma,Ruben ................................... TD-07
hoeksma@uni-bremen.de
Universitdt Bremen, Germany

Hofer, Christoph........... ... .. .. ... .. .. ... WB-09
christoph.hofer @ zhaw.ch
Institute for Data Analysis and Process Design, University of
Applied Sciences Zurich, Winterthur, Switzerland

Hoffmann, Steffen.................................. WC-07
steffen.hoffmann @fernuni-hagen.de
Chair of Operations Research, FernUniversitit in Hagen
(University of Hagen), Hagen, Germany

Hohberger, Simon. .................................. TB-02
hohberger @bwl.uni-mannheim.de

106

Chair of Service Operations Management, University of
Mannheim, Germany

Hohmann, Soeren.................................. WB-11
soeren.hohmann @kit.edu
Institute of Control Systems (IRS), Karlsruhe Institute of
Technology (KIT), Karlsruhe, Germany

Hojny, Christopher................................. WC-05
hojny @mathematik.tu-darmstadt.de
TU Darmstadt, Germany

Hommelsheim, Felix ................................ TB-10
felix.hommelsheim @math.tu-dortmund.de
Fakultit fiir Mathematik, TU Dortmund University, Dort-
mund, Germany

Hoos, Holger.......... ... ... i FC-01
hoos@cs.ubc.ca
Leiden Institute of Advanced Computer Science (LIACS),
Universiteit Leiden, Leiden, Netherlands

Hottenrott, Andreas................................ WC-15
andreas.hottenrott@ tum.de
TUM School of Management, Technische Universitit
Miinchen, Miinchen, Germany

Hours, Jean-Hubert ................................ WB-07
Jjean-hubert.hours@artelys.com
Artelys, Paris, France

Huber, Jakob ...................................... WC-16
Jjakob@informatik.uni-mannheim.de
University of Mannheim, Mannheim, Germany

Hudry, Olivier ............ ... ... .. i FA-11
olivier.hudry@telecom-paristech.fr
Informatique et Reseaux, Télécom ParisTech, Paris Cedex
13, France

Hujer,Jens . ... ... i TD-09
Jens.Hujer@hs-heilbronn.de
Business and Transport Management, Heilbronn University
of Applied Sciences, Heilbronn, Germany

Hungerléander, Philipp......... WB-04, FA-05, TA-10, TD-10
philipp.hungerlaender @uni-klu.ac.at
Mathematics, University of Klagenfurt, Austria

Hupp,LenaMaria................................. WD-04
Lena.Hupp @math.uni-erlangen.de
Lehrstuhl fiir Wirtschaftsmathematik, Friedrich-Alexander
Universitit Erlangen-Niirnberg, Erlangen, Bavaria, Germany

Imhof, Henrik . ..................................... TC-01
henrik.imhof@sixt.com
Yield Management and Pricing, Sixt, Pullach, Germany

Ionescu-Aichimoaie, Cristiana . ..................... WC-16
cristianaionescu58 @yahoo.com
Mathematics & Informatics, University POLITEHNICA of
Bucharest, Bucharest, Romania

Tori,Manuel ........................................ FA-04
manuel.iori@unimore.it
DISMI, University of Modena and Reggio Emilia, Reggio
Emilia, Italy

Irnich, Stefan . ...................... TA-03, WB-04, WC-10
irnich@uni-mainz.de
Chair of Logistics Management, Gutenberg School of Man-
agement and Economics, Johannes Gutenberg University



OR2018 — Brussels

AUTHOR INDEX

Mainz, Mainz, Germany

Jabali,Ola.................. ... ... WC-09
ola.jabali@polimi.it
Dipartimento di Elettronica, Informazione e Bioingegneria,
Politecnico di Milano, Milano, Italy

Jabrayilov, Adalat .............. .. ... .. ..ol TB-10
adalat.jabrayilov@tu-dortmund.de
Department of Computer Science, TU Dortmund, Dortmund,
Germany

Jalali, Hamed ....................................... FA-04
hamed.jalali@neoma-bs.fr
Department of information systems, supply chain manage-
ment, and decision making, NEOMA Business school, Mont-
Saint-Aignan, France

Jami, Neil . ... WC-14
neil. jami @ itwm.fraunhofer.de
Fraunhofer Institute for Industrial Mathematics ITWM,
Kaiserslautern, Germany

Jammernegg, Werner ..................... ... WD-18
werner.jammernegg @wu.ac.at
Department of Information Systems and Operations, WU Vi-
enna University of Economics and Business, Wien, Austria

Janacek, Jaroslav ................ ... ... .l WD-10
Jaroslav.janacek @fri.uniza.sk
Mathematical Methods and Operations Research, University
of Zilina, Zilina, Slovakia

Jellen,Anna................................. TA-10, TD-10
anna.jellen @ gmail.com
Mathematics, Alpen-Adria-Universitit Klagenfurt, Klagen-
furt am Worthersee, Kirnten, Austria

Jenelius, Erik ............ ... ... WB-01
erik.jenelius@abe.kth.se
KTH Royal Institute of Technology, Stockholm, Sweden

Jensen,Bo.......... ... WB-05
bo.jensen@dk.ibm.com
CPLEX, IBM, Aarhus, Denmark

Jessenitschnig, Stefan............................... TD-10
stefanje @ edu.aau.at
AAU-Klagenfurt, Austria

Jost,Christian . ..................................... FA-05
christian.jost@tum.de
Operations Management, Technical University of Munich,
Germany

Juan, Angel A........ ... . WC-09
ajuanp @uoc.edu
IN3 - Computer Science Dept., Open University of Catalonia,
Barcelona, Spain

Kahr,Michael ...................................... TD-06
m.kahr@univie.ac.at
Department of Statistics and Operations Research, University
of Vienna, Austria

Kanet,John J.................... ... ... ........... WD-13
kanet@udayton.edu
Operations Management - Niehaus Chair in Operations Man-
agement, University of Dayton, Dayton, OH, United States

Kannengiesser, Timo ............................... WC-11
t.kannengiesser @fz-juelich.de

Institute of Electrochemical Process Engineering (IEK-3),
Forschungszentrum Juelich GmbH, Juelich, Germany

Kapolke, Manu .............. ..., WD-04
manu.kapolke @fau.de
Department Mathematik, FAU Erlangen-Niirnberg, Erlangen,
Germany

Karadayi Atas,Pinar............................... WC-16

pnrkaradayi @ hotmail.com
Computer Engineering, Bahcesehir University, Istanbul,
Turkey

Karadeniz Alver, Ozlem ............................. FA-09
okaradeniz @ sabanciuniv.edu
Industrial Engineering, Sabanci University, Turkey

Karaenke,Paul ..................................... FA-07
karaenke @in.tum.de
Department of Informatics (I18), Technical University of
Munich, Garching, Germany

Karimi-Nasab,Mehdi............................... TB-15
mehdikariminasab@ymail.com
Institute for Operations Research, University of Hamburg,
Germany

Kasahara,Shoji.............. ... .. .. ... WB-15
kasahara@is.naist.jp
Nara Institute of Science and Technology, Ikoma, Nara, Japan

Kasper, Mathias ............................ TB-05, WD-07
mathias.kasper@tu-dresden.de
TU Dresden, Germany

Katoh,NaoKi....................................... TB-11
naoki.katoh@ gmail.com
Department of Informatics, Kwansei Gakuin University,
Sanda, Hyogo, Japan

Kéammerling, Nicolas................................ FA-09
kaemmerling @itl.tu-dortmund.de
Institute of Transport Logistics, TU Dortmund University,
Germany

Kempenaar, Jan Jaap .............................. WC-15
anJaap.Kempenaar@moba.nl
Moba B.V.,, Barneveld, Netherlands

Khamisov,Oleg................... ..., FA-14
isuimeiopt@mail.ru
Energy System Institute, Irkutsk, Russian Federation

Khan,Alamdar ..................................... FA-08
alamdarkhan51214@ gmail.com
Hailey college of Commerce, University of the Punjab, La-
hore, Pakistan, Lahore, Punjab, Pakistan

Kiesmuller, Gudrun......................... TA-15, WB-15
gudrun.kiesmueller @ovgu.de
Business Administration, Otto von Guericke University,
Magdeburg, Germany

Kimms, Alf ................................. WB-03, TA-04
alf-kimms @uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Campus Duisburg, Duisburg, Germany

Kitamura, Takumi ................................. WD-13
t-kitamura @asagi.waseda.jp
Graduate School of Creative and Engineering, Waseda Uni-
versity, tokyo, Japan

107



AUTHOR INDEX

OR2018 — Brussels

Klamroth, Kathrin................................. WC-04
klamroth@math.uni-wuppertal.de
Department of Mathematics and Informatics, University of
Wauppertal, Wuppertal, Germany

Klausnitzer, Armin................................. WD-15
armin.klausnitzer @tu-dresden.de
Faculty of Business and Economics, TU Dresden, Dresden,
Germany

Kleer,Pieter .......................... ... ... ... WD-12
P.S.Kleer@cwi.nl
CWI Amsterdam, Amsterdam, Netherlands

Kleine, Andreas..........................couuun... WC-07
Andreas.Kleine @fernuni-hagen.de
Operations Research, FernUniversitit in Hagen (University
of Hagen), Hagen, Germany

Kliewer,Natalia..................................... TA-01
natalia.kliewer @fu-berlin.de
Information Systems, Freie Universitaet Berlin, Berlin, Ger-
many

Klimm,Max.......................... TD-07, FA-12, TB-12
max.klimm@ hu-berlin.de
Wirtschaftswissenschaftliche Fakultit, Humboldt-Universitit
zu Berlin, Berlin, Germany

Knoblinger, Lisa.................................... TD-10
lisa.knoblinger @ gmx.at
Alpen-Adria-Universitit Klagenfurt, Austria

Koberstein, Achim.................................. TB-08
koberstein @ europa-uni.de
Information and Operations Management, European Univer-
sity Viadrina Frankfurt (Oder), Frankfurt (Oder), Germany

Koch,Matthes ..................................... WD-07
matthes.koch@uni-hamburg.de
Institut fir Verkehrswirtschaft, Universitit Hamburg, Ham-
burg, Hamburg, Germany

Kogler, Christian.................................... FA-02
christian.kogler @ait.ac.at
Center for Mobility Systems, AIT Austrian Institute of Tech-
nology, Vienna, Austria

Kohler, Charlotte . ................................. WD-18
charlotte.koehler@ovgu.de
Management Science, Otto von Guericke University, Ger-
many

Kolisch,Rainer ............................. FA-05, WD-13
rainer.kolisch@tum.de
TUM School of Management, Technical University of Mu-
nich, Muenchen, Germany

Koppka,Lisa ............................... TA-02, WD-08
lisa.koppka @rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, NRW, Germany

Koster, Arie................................. FB-02, WB-02
koster@math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University,
Aachen, Germany

Koukal, André..................................... WC-17

koukal @iwi.uni-hannover.de
Leibniz Universitit Hannover, Institut fiir Wirtschaftsinfor-

108

matik, Germany

Kovacevic, Raimund . ............................... TD-11
raimund.kovacevic @ tuwien.ac.at
Db04 J03, Institut fiir Stochastik und Wirtschaftsmathematik,
ORCOS, Wien, Austria

Kowalczyk,Daniel .................................. FA-04
daniel kowalczyk @kuleuven.be
ORSTAT, KU Leuven, Leuven, Belgium

Kozodoi, Nikita . ................................... WB-16
nikita.kozodoi @ hu-berlin.de
School of Business and Economics, Humboldt University of
Berlin, Berlin, Germany

Krabs,Tabea .................... ... ... ........... WD-08
krabs @math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen, Germany

Kraul,Sebastian ................................... WC-08
sebastian.kraul @unikat.uni-augsburg.de
University of Augsburg, Germany

Kreiter, Tobias . ................. ... .. ... i WB-04
tobias.kreiter @edu.uni-graz.at
Department of Statistics and Operations Research, University
of Graz, Graz, Austria

Krenzler,Ruslan.................................... TB-03
ruslan.krenzler @ leuphana.de
Infstutute of information systems, Leuphana University of
Liineburg, Liineburg, Germany

Kress, Dominik ..................................... FA-06
dominik.kress @uni-siegen.de
Management Information Science, University of Siegen,
Siegen, Germany

Kretz, Tobias ................. ... ..., FA-02
Tobias.Kretz @ptvgroup.com
PTV Planung Transport Verkehr AG, Karlsruhe, Germany

Kreuz,Markus .......................... ... ... ... TB-13
markus.kreuz @om.rwth-aachen.de
School of Business and Economics, Chair of Operations
Management, RWTH Aachen University, Germany

Kristjansson, Bjarni................................ WD-16
bjarni@maximalsoftware.com
Maximal Software, Reykjavik, Iceland

Krueger, Max......... ..., FA-10
max.krueger @hs-furtwangen.de
Fakultit Wirtschaftsingenieurwesen, Hochschule Furtwan-
gen, Germany

Krumke,Sven ................. TD-04, TA-06, TB-11, TA-15
krumke @mathematik.uni-kl.de
Mathematics, University of Kaiserslautern, Kaiserslautern,
Germany

Kuckelberg, Alexander............................. WD-01
a.kuckelberg @via-con.de
VIA Consulting & Development GmbH, Germany

Kiifer, Karl-Heinz .. ................................ WC-14
kuefer@itwm.fhg.de
Optimization, Fraunhofer ITWM, Kaiserslautern, Germany

Kuhlmann,Renke .................................. TB-16
renke.kuhlmann @math.uni-bremen.de



OR2018 — Brussels

AUTHOR INDEX

Zentrum fiir Technomathematik, Universitit Bremen, Bre-
men, Germany

Kuhn, Heinrich ............................. FA-03, WD-15
heinrich.kuhn@ku-eichstaett.de
Operations Management, Catholic University of Eichstaett-
Ingolstadt, Ingolstadt, Bavaria, Germany

Kuhnke,Sascha..................................... TD-11
kuhnke @math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University,
Aachen, North Rhine-Westphalia, Germany

Kupfer, Stefan . .......... ... ...l WC-17
stefan.kupfer @ovgu.de
Faculty of Economics and Management, LS Financial
Management and Innovation Finance, Otto-von-Guericke-
University of Magdeburg, Magdeburg, Germany

Kiirim,Efsun ...................................... FA-17
efsun.kurum@ gmail.com
Department of Banking and Finance, Near East University,
Nicosia, Cyprus

Kvet, Marek................ ... .. ... WD-10
Marek.Kvet @fri.uniza.sk
University of Zilina, Zilina, Slovakia

Lackenbucher, Manuel.............................. TD-10
manuel.lackenbucher @ outlook.com
Alpen-Adria-Universitidt Klagenfurt, Austria

Lancia,Carlo...................................... WC-07
carlo.lancia@ gmail.com
Mathematical Institute, Leiden University, Leiden, Nether-
lands

Lange, Anne............ ... i WB-09
anne.lange @uni.lu
Luxembourg Centre for Logistics and Supply Chain Manage-
ment, Université du Luxembourg, Luxembourg, Luxembourg

Lange, Jean-Charles ................................ FA-09
langejc @ gmail.com
Information & Production, UCL, Louvain-la-Neuve, Brabant
Wallon, Belgium

Laube,Waldemar.................................. WD-08
waldemar.laube @ rwth-aachen.de
aixigo AG, Germany

Lauven, Lars-Peter.......................... WD-11, TA-13
llauven @ gwdg.de
Chair of Production and Logistics, Goettingen, Germany

Lépez-Ibafiez, Manuel. ............................. WD-05
manuel.lopez-ibanez @ manchester.ac.uk
University of Manchester, United Kingdom

Lechner,Tobias..................................... TA-10
tobiaslechner8 @ gmail.com
Technische Wissenschaften, Alpen-Adria Universitit Kla-
genfurt, Ebenthal, Carinthia, Austria

Lehmann,Marcel .................................. WD-15
marcel.lehmann@ku.de
Supply Chain Management & Operations, Catholic Univer-
sity of Eichstaett-Ingolstadt, Ingolstadt, Bavaria, Germany

Lehoux, Vassilissa.................................. WD-07
vassilissa.lehoux@naverlabs.com
Machine Learning And Optimization, NAVER LABS Eu-

rope, Meylan, France

Leise, Philipp ............ ... .. ... il TA-07
philipp.leise @fst.tu-darmstadt.de
TU Darmstadt, Germany

Leitner, Markus ............................. TA-03, TD-06
markus.leitner @univie.ac.at
Department of Statistics and Operations Research, University
of Vienna, Vienna, Austria

Lenzner,Pascal ............................ WC-12, WD-12
pascal.lenzner@uni-jena.de
Department of Computer Science, Friedrich-Schiller-
Universitit Jena, Jena, Germany

Lessmann, Stefan .................................. WB-16
stefan.lessmann @ hu-berlin.de
School of Business and Economics, Humboldt-University of
Berlin, Berlin, Germany

Letmathe,Peter.................................... WD-06
Peter. Letmathe @ rwth-aachen.de
Faculty of Business and Economics, RWTH Aachen Univer-
sity, Aachen, Germany

Leus,Roel.................... FA-04, FA-13, WB-13, WC-13
Roel.Leus @kuleuven.be
ORSTAT, KU Leuven, Leuven, Belgium

Leyman, Pieter .................... ... ... . ...... TD-02
pieter.leyman @kuleuven.be
CODeS, Department of Computer Science, KU Leuven, Ko-
rtrijk, Belgium

Li,Hanyi....... ... .. TB-03
hli@hanningzn.com
Hanning ZN Tech Co., Ltd (Beijing), China

Lieberum, Tobias .................................. WB-12
tobias.lieberum @ tum.de
School of Management, Technische Universitdit Miinchen,
Miinchen, Germany

Liebscher, Charlie .................................. TB-13
charlie.liebscher @ gmail.com
Resource Management, TU Bergakademie Freiberg, Ger-
many

Lier,Stefan................. .. ... .. ... L. TD-15
lier.stefan @fh-swf.de
FH Siidwestfalen, Germany

Liers,Frauke ...................................... WD-04
frauke.liers@math.uni-erlangen.de
Department Mathematik, FAU Erlangen-Nuremberg, Erlan-
gen, Germany

Limpianchob, Chaimongkol ........................ WB-15
chaimongkol.limpianchob.cj3 @is.naist.jp
Division of Information Science,Graduate school of Science
and Technology, Nara Institute of Science and Technology,
Ikoma, Nara, Japan

Lindelauf,Roy.......... ... .. ... . ... .. ... ..., WB-13
RHA.Lindelauf.01 @mindef.nl
Intelligence & Security, Netherlands Defense Academy,
Breda, Netherlands

Lippenberger, Magdalena ........................... TB-06

m.lippenberger@ gmail.com
Technische Universitidt Miinchen, Germany

109



AUTHOR INDEX

OR2018 — Brussels

Littmann, Richard .................................. FA-07
Richard.Littmann @ tum.de
Informatics, Technical University of Munich, Germany

diliu5545@ gmail.com

School of Transportation and Logistics; Leuven Mobility Re-
search Center, Southwest Jiaotong University; KU Leuven,
China

Liv,Yan....... ... ... .. . . . TD-01
Vliu89@umd.edu
Civil and Environmental Engineering, University of Mary-
land, College Park, College Park, MD, United States

Ljubic,Ivana................................ WA-01, TA-03
ivana.ljubic @essec.edu
IDS, ESSEC Business School of Paris, Cergy-Pontoise,
France

Loparic,Marko.................................... WD-16
marko.loparic @ gmail.com
Engie Lab, Louvain-la-Neuve, Belgium

Lopes,MariaJoao ................................. WC-18
mjfl@iscte.pt
Departamento de Métodos Quantitativos para a Gestdo e
Economia, Instituto Universitdrio de Lisboa (ISCTE - IUL)
and CIO, Lisboa, Portugal

Lorenz, Ulf ................................. TA-07, WB-07
ulf.lorenz @uni-siegen.de
Chair of Technology Management, Universitaet Siegen,
Siegen, Germany

Liibbecke,Marco ........................... WC-04, TD-05
marco.luebbecke @ rwth-aachen.de
Operations Research, RWTH Aachen University, Aachen,
Germany

Luce,Robert.......................... ... ... ...... WD-16
luce @ gurobi.com
Gurobi, Bad Homburg, Germany

Lujak,Marin .................... ... WB-02
marin.lujak @imt-lille-douai.fr
Department of Informatics and Control Systems, IMT Lille
Douai, Douai, France

Lukas,Elmar .............................. WB-17, WC-17
elmar.lukas @ovgu.de
Faculty of Economics and Management, LS Financial
Management and Innovation Finance, Otto-von-Guericke-
University of Magdeburg, Magdeburg, Germany

Lulli, Guglielmo. ............ .. . .. ... ... WC-07
guglielmo.lulli@disco.unimib.it
Informatica, Sistemistica e Comunicazione, Universita degli
Studi di Milano Bicocca, Milano, Italy

Lurkin, Virginie ........... ... . .. . ... FA-01
virginie.lurkin@epfl.ch
Epfl Enac lic Transp-or, EPFL, Lausanne, Switzerland

Luteyn, Corrinne .................................. WD-03
corrinne.luteyn @kuleuven.be
Centre for Industrial Management / Traffic & Infrastructure,
KU Leuven, Leuven, Belgium

Madlener, Reinhard . ................. FA-01, TD-01, WD-11
rmadlener @ eonerc.rwth-aachen.de

110

School of Business and Economics / E.ON Energy Research
Center, RWTH Aachen University, Aachen, Germany

Madsen,Henrik . ................................... WB-11
hmad@dtu.dk
Applied Mathematics and Computer Science, Technical Uni-
versity of Denmark, Kgs. Lyngby, Denmark

Maier, Kerstin............................... TA-10, TD-10
kerstin.maier @ aau.at
Mathematics, Alpen-Adria-Universitit Klagenfurt, Austria

Maiwald,Marc .................................... WC-06
Marc.Maiwald @ uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Germany

Maknoon, Yousef . ................. ... ... WC-01
yousef.maknoon@epfl.ch
Enac Inter Transp-or, Ecole Polytechnique Fédérale de Lau-
sanne (EPFL), Switzerland

Mallach,Sven................ ..., TA-10
mallach@informatik.uni-koeln.de
Universitéit zu Koln, Germany

Maniezzo, Vittorio ................................. WB-16
vittorio.maniezzo @unibo.it
dept. Computer Science, University of Bologna, Cesena, —
Please Select (only U.S./ Can / Aus), Italy

Manz,Stephan.............. .. ... WB-06
stephan.manz @ trumpf.com
Product Management, TRUMPF Laser- und Systemtechnik
GmbH, Ditzingen, Germany

Margot, Francois ......................cooiiiinn... TB-10
Jfmargot@andrew.cmu.edu
Tepper School of Business, Carnegie Mellon University,
Pittsburgh, PA, United States

Markewitz, Peter................................... WC-11
p.markewitz @fz-juelich.de
IEK-3, Forschungszentrum Juelich GmbH, Juelich, Germany

Marques,Inés.................... ... WB-02
ines.marques.p @tecnico.ulisboa.pt
Instituto Superior Técnico, Universidade de Lisboa, Lisbon,
Portugal

Martin, Alexander ................................. WD-04
alexander.martin@fau.de
Department Mathematik, FAU Erlangen-Niirnberg, Erlangen,
Germany

Martinovic, John................. ... ... ... ........ FA-04
Jjohn.martinovic @ tu-dresden.de
Mathematik, Technische Universitit Dresden, Germany

Marynissen, Joren ... TA-02
Jjoren.marynissen@kuleuven.be
KBI, KU Leuven, Leuven, Belgium

Matke,Martin..................................... WC-04
martinmatke @ gmail.com
Fraunhofer IFF, Germany

Mattfeld, Dirk Christian ............................ TA-08
d.mattfeld @tu-bs.de
Business Information Systems, Technische Universitit
Braunschweig, Braunschweig, Germany



OR2018 — Brussels

AUTHOR INDEX

Matuschke, Jannik . ................................ WD-12
Jjannik.matuschke @ tum.de
TUM School of Management, Lehrstuhl fiir Operations Re-
search, Technische Universitit Miinchen, Miinchen, Ger-
many

Matyus, Thomas .................................... FA-02
thomas.matyus @ait.ac.at
Center for Mobility Systems, AIT Austrian Institute of Tech-
nology, Vienna, Austria

Mélot, Hadrien .................................ut. TD-06
hadrien.melot@umons.ac.be
Computer Science Dept, Université de Mons, Mons, Belgium

Mazari Abdessameud, Qussama ..................... TA-16
mazari.abdessameud.oussama@ gmail.com
MWMW, Royal Military Academy, Belgium

Meck,Marvin ................... ... TB-07
marvin.meck @ gmail.com
Institut fiir Fluidsystemtechnik, TU Darmstadt, Darmstadt,
Germany

Megow, Nicole ...t WD-10
nicole.megow @uni-bremen.de
Mathematik/Informatik, Universitdt Bremen, Bremen, Ger-
many, Germany

MeiBner, Katherina . ................................ TA-16
meissner @bwl.uni-hildesheim.de
Institut fiir Betriebswirtschaft und Wirtschaftsinformatik,
University of Hildesheim, Hildesheim, Germany

Meisel, Frank ................................ FA-03, TA-09
meisel @bwl.uni-kiel.de
Christian-Albrechts-University, Kiel, Germany

Melchiors, Philipp .................. ... WD-13
philippmelchiors @ hotmail.com
private, Wiirzburg, Bavaria, Germany

Melis, Lissa. . ...t TB-01
lissa.melis@uantwerpen.be
Engineering Management, University of Antwerp, Antwer-
pen, Antwerpen, Belgium

Melloul,Sakina............................oiiil. TD-14
ssmellouli@yahoo.fr
Faculty of Management and Business., University Centre of
Maghnia, Algeria., Tlemcen, Algeria

Melnikov, Andrey ................ ..., WC-10
a.a.melnikov @ hotmail.com
Sobolev Institute of Mathematics, Russian Federation

Melo, Teresa .......... ... WC-18
teresa.melo @ htw-saarland.de
Business School, Saarland University of Applied Sciences,
Saarbriicken, Germany

Merckx, Gilles .................... ... L. WB-08
gillesmerckx@hotmail.com
University of Namur, Belgium

Merkert, Lennart .................................. WB-11
lennart.merkert@de.abb.com
Corporate Research Germany, Abb Ag, Ladenburg, Germany

Merkert, Maximilian............................... WD-04
Maximilian.Merkert@ovgu.de
Institute of Mathematical Optimization, OVGU Magdeburg,

Magdeburg, Sachsen-Anhalt, Germany

Merting, SOren........... ...l FA-07
soeren.merting @in.tum.de
Technical University of Munich, Germany

Miltenberger, Matthias............................. WC-05
miltenberger@zib.de
Optimization, Zuse Institute Berlin, Berlin, Germany

Minner, Stefan . .............................. FA-07, TA-12
stefan.minner @tum.de
TUM School of Management, Technische Universitit
Miinchen, Munich, Germany

Misener,Ruth ...................................... TB-16
r.misener @imperial.ac.uk
Department of Computing, Imperial College London, Lon-
don, United Kingdom

Mishra,Nishant.................................... WB-08
nishant.mishra @kuleuven.be
Operations Management Group, Faculty of Economics and
Business, KU Leuven, Leuven, Belgium

Miyagawa, Masashi................................. FA-01
mmiyagawa@yamanashi.ac.jp
Regional Social Management, University of Yamanashi,
Kofu, Yamanashi, Japan

Moeini, Mahdi...................................... FA-05
mahdi.moeini @wiwi.uni-kl.de
Business Studies and Economics, Technische Universitit
Kaiserslautern, Kaiserslautern, Germany

Molitor, Louise..................................... WC-12
louise.molitor@ hpi.de
Hasso Plattner Institute, Potsdam, Germany

Molyneaux, Nicholas ................................ FA-02
nicholas.molyneaux@epfl.ch
EPFL, Switzerland

Monaci, Michele.................................... TD-06
michele.monaci@unibo.it
DEI, University of Bologna, Bologna, Italy

Most, Dominik . .................................... WD-11
Dominik.Moest@tu-dresden.de
Chair of Energy Economics, Technische Universitéit Dresden,
Dresden, Germany

Moukrim, Aziz................. i WC-09
aziz.moukrim@hds.utc.fr
HeuDiaSyC (UMR CNRS 7253), Université de Technologie
de Compiegne, Compiegne, France

Mouret,Sylvain.................... ... ... WB-07
sylvain.mouret@artelys.com
Artelys, Paris, France

Mouslim, Hocine. ................................... TD-14
houssine.mouslim@mail.univ-tlemcen.dz
Faculty of Management, University of Tlemcen, Algeria

Miihlenthaler, Moritz ............................... TB-10
moritz.muehlenthaler @ math.tu-dortmund.de
TU Dortmund University, Germany

Mihmer, Erik ........... .. .. ... ... TD-05

muehmer@or.rwth-aachen.de
Operations Research, RWTH Aachen University, Germany

111



AUTHOR INDEX

OR2018 — Brussels

Miiller, Christian................................... WC-02
Christian.Mueller.9 @uni-due.de
University Duisburg-Essen, Duisburg, Germany

Miiller,David ......................... ... .. ...l FA-06
david.mueller@uni-siegen.de
Management Information Science, University of Siegen,
Siegen, Germany

Miiller, Sebastian. .................................. WC-16
s.mueller@bwl.uni-mannheim.de
Business School, University of Mannheim, Mannheim, Ger-
many

Miiller,Sven ..............o i WD-07
sven.mueller @ hs-karlsruhe.de
Transport Business Economics, Karlsruhe University of Ap-
plied Sciences, Karlsruhe, Germany

Miiller, Tim.......... ... ... .. .. ... TA-07
Tim.mueller @fst.tu-Darmstadt.de
Chair of Fluid Systems, Technische Universitit Darmstadt,
Darmstadt, Germany

Mutzel,Petra.............. ... ... ... . TB-10
petra.mutzel @ cs.uni-dortmund.de
Computer Science, University of Dortmund, Dortmund, Ger-
many

Nakhla,Michel ..................................... TA-11
michel.nakhla @ ensmp.fr
CSG, Mines Paristech, paris, France

Narkiewicz, Adam .................................. TA-08
adamnar@ gmail.com
Simiade, Poland

Neisen, Verena .................cooiiiiieeninnannn. WC-11
v.neisen@irt.rwth-aachen.de
Institut of Automatic Control, RWTH Aachen University,
Aachen, Germany

Nelissen, Franz .................................... WD-16
FNelissen@gams.com
GAMS Software GmbH, Frechen, Germany

Netzband, Steffen .................................. WC-08
steffen.georg-friedrich.netzband @ student.uni-augsburg.de
University of Augsburg, Augsburg, Germany

Neubert,Stefan . ................................... WD-12
Stefan.Neubert @ student.hpi.de
Algorithm Engineering, Hasso Plattner Institute, University
of Potsdam, Potsdam, Germany

Neumann, Simone. ....................c.ccoiunne..n. WC-07
simone.neumann @wiwi.uni-augsburg.de
Chair of Health Care Operations / Health Information Man-
agement, University of Augsburg, Augsburg, BY, Germany

Nguyen, Thai............... ... ... .. .. ..., TA-14
thai.nguyen @uni.ulm.de
University of Ulm, Ulm, Germany

Nieberding, Bernd ................................. WC-09
Bernd.nieberding @fh-erfurt.de
Institut Verkehr und Raum, Fachhochschule Erfurt, Erfurt,
Thiiringen, Germany

Nietert, Bernhard .................................. WD-17
nietert@wiwi.uni-marburg.de

112

Finance and Banking, Philipps Universitaet Marburg, Mar-
burg, Hesse, Germany

Nossack, Jenny.......... .. ... ... i FA-06
Jjenny.nossack@hhl.de
HHL Leipzig, Germany

Nouri, Maryam ............ ..., WD-18
mnouri@bwl.uni-mannheim.de
University of Mannheim, Mannheim, Germany

Nowak, Dimitri .................................... WC-14
dimitri.nowak @itwm.fraunhofer.de
Fraunhofer ITWM, Kaiserslautern, Germany

Ogier, Maxime.............................. TD-03, WC-03
maxime.ogier @ec-lille.fr
CRIStAL laboratory, Centrale Lille, France

Ogryczak, Wlodzimierz ............................ WB-14
W.Ogryczak @ia.pw.edu.pl
Institute of Control & Computation Engineering, Warsaw
University of Technology, Warsaw, Poland

Ohashi, Hiroshi.................................... WD-09
ohashi@e.u-tokyo.ac.jp
The University of Tokyo, Bunkyo-ku, Tokyo, Japan

OKkuno, Takayuki ................................... FA-14
t_okuno@rs.tus.ac.jp
Riken Aip, Tokyo, Japan

Olschok,Denis ..................................... WB-03

denis.olschok@uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Duisburg, Germany

Ortega-Mier, Miguel ............................... WB-02
miguel @etsii.upm.es
Department of Industrial Engineering, Business Administra-
tion and Statistics, Technical University of Madrid (UPM),
Madrid, Spain

Otto,Alena ....................... ... ... WB-03
alena.otto @uni-siegen.de
University of Siegen, Siegen, Germany

Oulamara, Ammar..........................ccou... WC-02
oulamara@univ-lorraine.fr
University Lorraine - LCOMS, France

Ozaydin, Ozay ... WD-14
oozaydin@dogus.edu.tr
Industrial Engineering, Dogus University, Istanbul, Turkey

Ozmen, Ayse. .............ccoiiiiiiiiiii TD-08
ayseozmenl9@ gmail.com
Mathematics and Statistics, University of Calgary, Calgary,
Alberta, Canada

Ozogur-Akyuz, Sureyya............................ WC-16
sureyya.akyuz @eng.bau.edu.tr
Department of Mathematics Engineering, Bahcesehir Uni-
versity, Istanbul, Turkey

Oztoprak Topkaya, Figen........................... WB-07
figen.topkaya@artelys.com
Artelys, Paris, France

Pacheco Paneque, Meritxell ......................... FA-01
meritxell.pacheco@epfl.ch
TRANSP-OR, EPFL, Lausanne, Switzerland



OR2018 — Brussels

AUTHOR INDEX

Pagnozzi, Federico . ................................ WD-05
fed. 984 @ gmail.com
IRIDIA, Université Libre de Bruxelles, Ixelles, Belgium

Papadimitriou, Dimitri.............................. TD-02
papadimitriou.dimitri.be @ gmail.com
University of Antwerp, Antwerp, Antwerp, Belgium

Papakonstantinou, Konstantinos.................... WB-16
konstantinos @kreditech.com
Kreditech Holding SSL, Hamburg, Germany

Papalamprou, Konstantinos . ....................... WD-17
papalamprou@ece.auth.gr
Aristotle University of Thessaloniki, Greece

Paquay, Célia................. .. ..., TB-01
cpaquay @uliege.be
HEC - Management School, University of Liege, Liege, Bel-
gium

Parnell, Gregory ............. .. . ... ...l WC-01
gparnell@uark.edu

Department of Industrial Engineering, University of
Arkansas, Fayetteville, United States

Pitzold, Julius . ......... ... ... .. ...l TA-08
Jj.paetzold@math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
of Goettingen, Gottingen, Niedersachsen, Germany

Pedroso, JoaoPedro ................................ TD-08
Jjpp@fc.up.pt
Campus da FEUP, INESC TEC and Faculdade de Ciencias,
Universidade do Porto, Porto, Portugal

Peitz, Christian . ................................... WD-17
christian.peitz @upb.de
Economics, Paderborn University, Paderborn, Germany

Pelz,Peter.................... .. ...l TA-07, TB-07
peter.pelz@fst.tu-darmstadt.de
Chair of Fluid Systems, Technische Universitidt Darmstadt,
Darmstadt, Germany

Peng, Guansheng ................ ... ... .. ... TB-07
pengguansheng_nudt@ [63.com
CIB, Heverlee, Belgium, Belgium

Pereira dos Santos,Davi............................. TD-08
davi.p.santos@inesctec.pt
Inesc Tec, Porto, Portugal

Perez Caceres, Leslie............................... WD-05
leslie.perez @ gmail.com
scuela de Ingenieria Informadtica, Pontificia Universidad
Catoélica de Valparaiso, Valparaiso, Chile

Pesch,Erwin..................... ... ... ... ........ FA-06
erwin.pesch@uni-siegen.de
Faculty III, University of Siegen, Siegen, Germany

Pesenti, Raffaele .................................... TA-04
pesenti@unive.it
DMA - Dept. of Management, University of Venezia,
Venezia, Italy

Pferschy, Ulrich.............. ... ... ... WB-04
pferschy@uni-graz.at
Department of Statistics and Operations Research, University
of Graz, Graz, Austria

Pfetsch, Marc...................cooiiiiiiininn... WC-05
pfetsch@mathematik.tu-darmstadt.de
Discrete Optimization, Technische Universitit Darmstadt,
Darmstadt, Germany

Pham,SanTu .................. ... ... iiian. TD-02
san.pham @ kuleuven.be
Computer Science, KU Leuven, Kortrijk, Belgium

Philips,Johan............. ... .. ... ... ... WC-15
johan.philips @kuleuven.be
KU Leuven, Leuven, Belgium

Picarelli, Erika..................................... WD-01
erikapicarelli@ gmail.com
visiting student at the University of Luxembourg, University
of Roma Tre, Italy

Pickl, Stefan Wolfgang................ FB-03, FA-10, WB-10
stefan.pickl @unibw.de
Department of Computer Science, UBw Miinchen
COMTESSA, Neubiberg-Miinchen, Bavaria, Germany

Piel, Jan-Hendrik .................................. WC-17
piel@iwi.uni-hannover.de
Leibniz Universitit Hannover, Institut fiir Wirtschaftsinfor-
matik, Hannover, Lower Saxony, Germany

Pironet, Thierry .............. ... ... ... .....coi... TB-01
thierry.pironet@ulg.ac.be
HEC - Management School, University of Liege, LIEGE,
Belgium

Pishchulov, Grigory ................................. TB-03
grigory.pishchulov@manchester.ac.uk
University of Manchester; St. Petersburg State University,
United Kingdom

Plitt, Jana ....................... ... ... . ... ... TA-15
Jjana.plitt@tu-dortmund.de
Business Administration, Production and Logistics, Univer-
sity of Dortmund, Dortmund, Germany

Pohl,Edward ...................................... WC-01
epohl@engr.uark.edu
Industrial Engineering, University of Arkansas, Fayetteville,
Ar, United States

PohLErik ........ ... ... ... TA-13
erik.pohl @uni-goettingen.de
Chair of Production and Logistics, Gottingen, Niedersachsen,
Germany

Pohle-Frohlich,Regina . ............................ WB-04
regina.pohle @ hsnr.de
iPattern Institute, Faculty of Electrical Engineering and Com-
puter Science, Niederrhein University of Applied Sciences,
Krefeld, Germany

Poikonen, Stefan .................... ... ... ... WB-03
spoikone @math.umd.edu
CU Denver, Denver, United States

Pokutta, Sebastian ................................. WD-04
sebastian.pokutta@ gatech.edu
Georgia Institute of Technology, Atlanta, United States

Polten, Lukas ....................... ... il FA-13

polten@bwl.tu-darmstadt.de
Technische Universitidt Darmstadt, Darmstadt, Germany

113



AUTHOR INDEX

OR2018 — Brussels

Pournaras, Efthymios .............................. WD-17
mpournaras @econ.uoa.gr
Economics, University of Athens, Athens, Attica, Greece

Prak,Dennis......................... ... ..., WB-15
d.rj.prak@rug.nl
University of Groningen, Netherlands

Proelss, Juliane ............. ... ... ... .. ... FA-17
Jjuliane.proelss @ concordia.ca
John Molson School of Business, Concordia University,
Montreal, Canada

Proksch,Dennis .................................... TB-02
dennis-proksch@web.de
Fakultit fiir Wirtschafts- und Organisationswissenschaften,
Universitédt der Bundeswehr Miinchen, Germany

Proske, Frederik . .................................. WD-16
Jfproske @ gams.com
GAMS Software GmbH, Germany

Protopappa-Sieke, Margarita........................ TA-12
margarita.protopappa-sieke @ uni-koeln.de
University of Cologne, Koln, Germany

Przybylski, Anthony ........................ TB-14, WC-14
anthony.przybylski @univ-nantes.fr
LS2N - département Informatique, Université de Nantes,
Nantes, France

Pschybilla, Thomas................................. WB-06
thomas.pschybilla@de.trumpf.com
Central Department Digital Transformation, TRUMPF
GmbH & Co. KG, Ditzingen, Baden-Wiirttemberg, Ger-
many

Pudane,Baiba ............................. ... WC-01
b.pudane @tudelft.nl
Transport and Logistics, TU Delft, Delft, Netherlands

Quesada, Jose Miguel ....................... ... ... FA-09
Jjose.quesada@uclouvain.be
CORE - Louvain School of Management, Universite
catholique de Louvain, Belgium

Rachuba, Sebastian ................................ WD-08
rachuba@wiwi.uni-wuppertal.de
Schumpeter School of Business and Economics, University
of Wuppertal, Wuppertal, Germany

Radow,Georg .............. ...t TD-13
radow @b-tu.de
Chair for Applied Mathematics, Brandenburg University of
Technology, Cottbus, Brandenburg, Germany

Rahimi, Mohammad ............................... WD-13
mohammad.rahimi@inria.fr
INRIA Centre de recherche Lille-Nord Europe, Villeneuve-d
Ascq, France

Ramaekers, Katrien......................... WD-08, FA-15
katrien.ramaekers @uhasselt.be
Research group Logistics, Hasselt University, Diepenbeek,
Belgium

Rangaraj, Narayan................................. WD-02
narayan.rangaraj@iitb.ac.in
Industrial Engineering and Operations Research, Indian In-
stitute of Technology Bombay, Mumbai, India

Rastani,Sina ...................................... WD-03

114

srastani@sabanciuniv.edu
Faculty of Engineering and Natural Sciences, Sabanci Uni-
versity, Istanbul, Turkey

Rausch,Lea........................................ TB-07
lea.rausch@fst.tu-darmstadt.de
Chair of Fluid Systems, Technische Universitdt Darmstadt,
Darmstadt, Germany

Rehs,Carolin...................................ou. TB-11
Carolin.Rehs@hhu.de
Institute of Computer Science, Heinrich Heine University
Diisseldorf, Diisseldorf, Germany

Rei,Walter ...................... ... ... WC-09
rei.walter@ugam.ca
CIRRELT and UQAM, Montreal, Canada

Reintjes, Christian .. ............................ ... WB-07
christian.reintjes @uni-siegen.de
Technology management, University of Siegen, Siegen,
NRW, Germany

Rescher,Peter ...................................... TA-10
peter-rescher @ gmx.at
Technische Wissenschaft, Alpen-Adria Universitit, Briickl,
Carinthia, Austria

Reyes-Rubiano, Lorena............................. WC-09
lorena.reyes@unavarra.es
Institute of Smart Cities— Dept Statistics and Operations Re-
search, Public university of Navarra, Pamplona, Navarra,
Spain

Richter,Pascal...................................... TD-11
pascal.richter@rwth-aachen.de
RWTH Aachen University, Aachen, Germany

Rieck, Julia................................. WC-03, TA-13
rieck@bwl.uni-hildesheim.de
Operations Research Group, University of Hildesheim,
Hildesheim, Germany

Rinaldi,Marco.................... ... ....c.cooo.... WD-01
marco.rinaldi@uni.lu
University of Luxembourg, ESCH-SUR-ALZETTE, Luxem-
bourg

Robinius, Martin................................... WC-11
m.robinius @fz-juelich.de
Institute of Electrochemical Process Engineering (IEK-3),
Forschungszentrum Juelich GmbH, Juelich, Germany

Rodriguez-Heck, Elisabeth ......................... WC-10
elisabeth.rodriguezheck@ulg.ac.be
University of Liege, Liege, Belgium

Rogetzer, Patricia.................................. WD-18
patricia.rogetzer@wu.ac.at
Department of Information Systems and Operations, WU Vi-
enna University of Economics and Business, Vienna, Vienna,
Austria

Rojas Gonzalez, Sebastian........................... FA-04
sebastian.rojasgonzalez @kuleuven.be
Decision Sciences and Information Management, KU Leu-
ven, Leuven, Belgium

Rollwage, Johanna .................................. FA-15
Johanna.Rollwage @uni-hamburg.de
Institut fiir Logistik und SCM, Universitidt Hamburg, Ham-
burg, Germany



OR2018 — Brussels

AUTHOR INDEX

Rostami, Borzou .................................... FA-09
bo.rostami @ gmail.com
Ecole de technologie supérieure and CIRRELT, Montreal,
Other, Canada

Rostami, Salim...................................... FA-13
salim.rostami@kuleuven.be
IESEG School of Management, France

Rothenbicher, Ann-Kathrin . ....................... WC-06
ann-kathrin.rothenbaecher@deutschebahn.com
Johannes Gutenberg University, Mainz, Germany

Rougerie, Tiphaine . .. .............................. WB-06
trougerie @localsolver.com
LocalSolver, Paris, France

Rudi,Andreas...................... ... ..., TB-13
andreas.rudi@kit.edu
Institute for Industrial Production (IIP), Karlsruhe Institute of
Technology (KIT), Karlsruhe, BW, Germany

Ruf, Moritz............. .. ... .. TA-09
moritz.ruf@tu-dresden.de
Technische Universitit Dresden, Germany

Riither, Cornelius .................................. WC-03
ruether@uni-hildesheim.de
Institut fiir Betriebswirtschaft und Wirtschaftsinformatik,
University of Hildesheim, Hildesheim, Niedersachsen, Ger-
many

Ruthmair,Mario............................. TA-03, TD-06
mario.ruthmair @univie.ac.at
Department of Statistics and Operations Research, University
of Vienna, Vienna, Vienna, Austria

Ruzika,Stefan . ............................. TB-14, WC-14
ruzika@mathematik.uni-kl.de
Mathematik, Technische Universitit Kaiserslautern, Kaiser-
slautern, Germany

Sachs, Anna-Lena................................... TA-12
anna-lena.sachs @uni-koeln.de
Department of Supply Chain Management and Management
Science, University of Cologne, Germany

Sadeh, Arik........... ... ... WC-17
sadeh@hit.ac.il
Technology Management Faculty, HIT Holon Institute of
Technology, Holon, Israel

Sagara, Nobusumi................................... FA-14
nsagara@hosei.ac.jp
Department of Economics, Hosei University, Tokyo, Japan

Sahin, Aynur ............ ... ..o TB-05
aynursahin @selcuk.edu.tr
Statistics, Selguk University, Konya, Turkey

Saldanha-da-Gama, Francisco....................... TC-02
fsgama@fc.ul pt
Department of Statistics and Operations Research / CMAF-
CIO, Faculty of Science, University of Lisbon, Lisbon, Por-
tugal

Sander,Bastian .................................... WC-04
bastian.sander@univie.ac.at
Fraunhofer Institute for Factory Operation and Automation
IFF, Germany

Santos,Daniel ........................ ... TA-11
drsantos @fc.ul.pt
DEIO, Universidade de Lisboa - Faculdade de Ciéncias, Lis-
boa, Portugal

Sasabe, Masahiro .................................. WB-15
sasabe @is.naist.jp
Nara Institute of Science and Technology, Ikoma, Nara, Japan

Saucke, Felix................... ... ..., WC-02
[-saucke @tu-braunschweig.de
Institute of Automotive Management and Industrial Produc-
tion, Technische Universitit Braunschweig, Braunschweig,
Germany

Savku,Emel ............ ... ... TA-14
esavku@gmail.com
Institute of Applied Mathematics, Financial Mathematics,
Middle East Technical University, Ankara, Turkey

Scarinci, Riccardo .................................. FA-02
riccardo.scarinci@epfl.ch
Route Cantonale, EPFL, Lausanne, Switzerland

Scarsini, Marco....................ccoiiiiiiia.. TD-07
mscarsini @ luiss.it
LUISS University, Rome, Italy

Schaap,Hendrik ................................... WC-03
hendrik.schaap @om.rwth-aachen.de
Chair of Operations Management, RWTH Aachen Univer-
sity, Aachen, NRW, Germany

Schabel, Samuel .................................... TA-07
schabel @ papier.tu-darmstadt.de
Chair of Paper Technology and Mechanical Process Engi-
neering, Technische Universitit Darmstadt, Darmstadt, Ger-
many

Schacht,Matthias................................... TA-02
matthias.schacht @ rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, NRW, Germany

Schaller, Melanie.................................... TA-16
schaller @indtact.de
Digital Business Synergy, University of Waiirzburg,
Wiirzburg, Bavaria, Germany

Schaudt, Oliver .............................. TB-10, TB-12
schaudt@mathc.rwth-aachen.de
Mathematics, RWTH Aachen University, Germany

Schaudt,Stefan . ................................... WB-03
schaudt@itl.tu-dortmund.de
Institute of Transport Logistics, TU Dortmund University,
Germany

Schifer,Luca....................................... TB-14
luca.schaefer @mathematik.uni-kl.de
Mathematik, Technische Universitit Kaiserslautern, Kaiser-
slautern, Rheinland-Pfalz, Germany

Scheithauer, Guntram....................... FA-04, WD-10
Guntram.Scheithauer @ tu-dresden.de
Mathematik, Technische Universitit Dresden, Dresden, Ger-
many

Scheller, Fabian.................................... WC-11
scheller@wifa.uni-leipzig.de
Institute for Infrastructure and Resources Management
(IIRM), University Leipzig, Leipzig, Germany

115



AUTHOR INDEX

OR2018 — Brussels

Schermer, Daniel.................................... TB-06
daniel schermer@wiwi.uni-kl.de
Departement of Business Studies and Economics, Technische
Universitdt Kaiserslautern, Kaiserslautern, Germany

Schewior, Kevin............................. WD-10, FA-12
kschewior @ gmail.com
Département d’Informatique, ENS Paris and TU Miinchen,
Paris, France

Schiewe, Alexander ................................ WD-02
a.schiewe @math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
of Goettingen, Gottingen, Germany

Schiewe, Philine.................................... WD-02
p.schiewe @math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
of Goettingen, Gottingen, Germany

Schiffels, Sebastian . . ........................ FA-05, WB-12
sebastian.schiffels @wi.tum.de
TUM School of Management, Technische Universitit
Miinchen, Miinchen, Germany

Schiffer, Maximilian................. WC-03, WC-06, TB-13
maximilian.schiffer @om.rwth-aachen.de
School of Business and Economics, Chair of Operations
Management, RWTH Aachen University, Aachen, Germany

Schinner, Matthias ................................. WD-06
schinner@ controlling.rwth-aachen.de
Faculty of Business and Economics, RWTH Aachen Univer-
sity, Aachen, NRW, Germany

Schlosser, Rainer.................................... TB-02
rainer.schlosser@hpi.de
Hasso Plattner Institute, University of Potsdam, Germany

Schmand, Daniel .................................... FA-12
daniel.schmand @ oms.rwth-aachen.de
RWTH Aachen University, Germany

Schmidt, Daniel . . ................................... TB-10
schmidt @ informatik.uni-koeln.de
Institut fiir Informatik, Universitéit zu K6ln, Koln, Germany

Schmidt, Eva....................................... TD-04
eva.schmidt@mathematik.uni-kl.de
Technische Universitit Kaiserslautern, Germany

Schmidt, Kerstin................................... WC-02
kerstin.schmidt @ tu-braunschweig.de
Institute of Automotive Management and Industrial Produc-
tion, Technische Universitit Braunschweig, Braunschweig,
Germany

Schmitz, Hendrik ................................... FA-01
hschmitz @ eonerc.rwth-aachen.de
RWTH Aachen University, Germany

Schmitz, Sabrina ................................... TD-04
schmitz@math2.rwth-aachen.de
Lehrstuhl II fiir Mathematik, RWTH Aachen University,
Aachen, NRW, Germany

Schneider, Johanna ......................... TD-04, WC-14
Jjohanna.schneider @itwm.fraunhofer.de
Optimization, Fraunhofer Institute for Industrial Mathemat-
ics ITWM, Germany

116

Schneider, Michael ................................. WC-03
schneider@dpo.rwth-aachen.de
Deutsche Post Chair of Optimization of Distribution Net-
works, RWTH Aachen, Aachen, Germany

Schneider,Oskar................................... WD-04
Oskar.Schneider@fau.de
FAU Erlangen-Niirnberg, Erlangen, Germany

Schébel, Anita .......................... WD-02, TA-08
schoebel @math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, University
Goettingen, Gottingen, Germany

Schoen, Cornelia............................ TB-02, WB-13
cornelia.schoen@serviceoperations.net
Chair of Service Operations Management, University of
Mannheim, Mannheim, Germany

Schoenfelder, Jan .................................. WC-08
Jjan.schoenfelder @unikat.uni-augsburg.de
Health Care Operations / Health Information Management,
University of Augsburg, Augsburg, Bavaria, Germany

Schonberger, Jorn.............. ... .. ... FA-03
Jjoern.schoenberger @tu-dresden.de
Faculty of Transportation and Traffic Sciences, Technical
University of Dresden, Germany

Schroder,Marc.............................. TD-07, TB-12
marc.schroeder@oms.rwth-aachen.de
Chair of Management Science, RWTH Aachen University,
Aachen, Germany

Schroeder, Michael ................................. TD-04
schroeder @itwm.fraunhofer.de
Optimization, Fraunhofer Institute for Industrial Mathemat-
ics, Kaiserslautern, Germany

Schrom-Feiertag, Helmut............................ FA-02
helmut.schrom-feiertag @ait.ac.at
Center for Mobility Systems, AIT Austrian Institute of Tech-
nology, Vienna, Austria

Schuchmann, Robin................................ WD-16
rschuchmann @ gams.com
GAMS Software GmbH, Frechen, Germany

Schultmann, Frank ......................... TB-13, WD-18
Sfrank.schultmann@kit.edu
Institute for Industrial Production, Karlsruhe Institute of
Technology (KIT), Karlsruhe, Germany

Schweiger, Jonas .................... ... WC-06
schweiger@zib.de
Atesio GmbH, Berlin, Germany

Schweizer,Denis .................................... FA-17
denis.schweizer@concordia.ca
John Molson School of Business, Concordia University,
Montreal, Canada

Schwerdfeger, Stefan................................ TB-03
Stefan.Schwerdfeger @uni-jena.de
Friedrich-Schiller-Universitdt Jena, Lehrstuhl fiir Manage-
ment Science, Germany

Schwindt, Christoph ........................ ... ... FA-15
christoph.schwindt @ tu-clausthal.de
Institute of Management and Economics, Clausthal Univer-
sity of Technology, Clausthal-Zellerfeld, Germany



OR2018 — Brussels

AUTHOR INDEX

Sebastian, B.............. ... ... WD-02
xxxx@gmail.com
Central Railway, Indian Railways, India

Seer,Stefan..............................L FA-02
stefan.seer@ait.ac.at
Center for Mobility Systems, AIT Austrian Institute of Tech-
nology, Vienna, Austria, Austria

Seid,Andrea................... ..., TA-14
andrea.seidl@univie.ac.at
Department of Business Administration, University of Vi-
enna, Vienna, Austria

Seiler, Volker ............. ... .. ..ol FA-17
volker.seiler @xjtlu.edu.cn
International Business School Suzhou (IBSS(, Xi’an
Jiaotong-Liverpool University, Suzhou, Jiangsu Province,
China

Seizinger, Markus.................. ... WC-08
markus.seizinger @unikat.uni-augsburg.de
Faculty of Business and Economics, Universitidt Augsburg,
Augsburg, Germany

Sellami, Lynda............................ ... ..., FA-08
Lynda.sellami@univ-bejaia.dz
Sciences de Gestion, Université de Bejaia, Bejaia, Algeria

Sellami, Tounes . .................................... FA-08
seltiti2012 @ gmail.com
Centre des Systemes et Réseaux d’Information et de Com-
munication, de Télé-enseignement et de I’Enseignement a
Distance (CSRICTED), UNIVERSITE de Bejaia, Bejaia, Al-
geria

Semet, Frédéric............................. TD-03, WC-03
[frederic.semet @ centralelille.fr
CRIStAL, Centrale Lille, Villeneuve d’Ascq, Cedex, France

Shahmanzari,Masoud .............................. TD-03
mshahmanzaril4 @ku.edu.tr
College of Administrative Sciences and Economics, Ko¢ Uni-
versity, ISTANBUL, Turkey

Shao,Shuai........................... ... ... ...... WD-09
shuai.shao @ stat.uni-muenchen.de
Department of Statistics, LMU Munich, Munich, Bavaria,
Germany

Sharif Azadeh,Shadi................................ FA-01
sharifazadeh@ese.eur.nl
Econometrics (OR & Logistics), Erasmus University Rotter-
dam, Rotterdam, Netherlands

Shiina, Takayuki.............. ... .. ... .. ..., WD-13
tshiina@waseda.jp
Department of Industrial and Management Systems Engi-
neering, Waseda University, Shinjuku-ku, Tokyo, Japan

Sieber, Alexander ................................... TB-11
Alexander-Sieber @web.de
Department of Mathematics, University of Kaiserslautern,
Germany

Silbermayr,Lena........................ ... ....... WD-18
lena.silbermayr@wu.ac.at
Department of Information Systems and Operations, WU Vi-
enna University of Economics and Business, Vienna, Austria

Singh,Karuna..................................... WD-02
x5@gmail.com

Central Railways, Mumbai, India

Sipahioglu, Aydin ........................ ... WC-04
asipahi@ogu.edu.tr
Industrial Engineering, Osmangazi University, Eskisehir,
Turkey

Sjogren, Per ......... .. .. ... WB-09
per.sjogren@jeppesen.com
Jeppesen, Sweden

Skopalik, Alexander................................ WC-12
skopalik@mail.uni-paderborn.de
University of Twente, Enschede, Netherlands

Sliwinski, Tomasz . ................................. WD-09
tsliwins @elka.pw.edu.pl
Institute of Control and Computation Engineering, Warsaw
University of Technology, Warsaw, Poland

Sljoka, Adnan ............... ... . ...l TB-11
adnanslj@ gmail.com
Informatics, Kwansei Gakuin University, Kyoto-Shi, Kyoto,
Japan

Smet, Pieter................. .. ... WB-13
pieter.smet@cs.kuleuven.be
Computer Science, KU Leuven, Gent, Belgium

Sommer, Valentin .................................. WC-18
valentin.sommer@om.rwth-aachen.de
Chair of Operations Management, RWTH Aachen University,
School of Business and Economics, AACHEN, Germany

Song, Guopeng. .............. .l WC-13
guopeng.song @kuleuven.be
ORSTAT, KU Leuven, Leuven, Belgium

Song, Yongjia....................... L. WC-10
ysong3@vcu.edu
Statistical Sciences and Operations Research, Virginia Com-
monwealth University, Richmond, VA, United States

Sonmez, Fatih.................... ... .. ... WD-14
mail.fatihsonmez @ gmail.com
Turkcell, Istanbul, Turkey

Sonntag,DanjaR................ ... ... WB-15
dsonntag @mail.uni-mannheim.de
Business School, University of Mannheim, Mannheim,
Baden-Wiirtemberg, Germany

Sorensen, Kenneth .......................... TB-01, WD-03
kenneth.sorensen @uantwerpen.be
Faculty of Applied Economics, University of Antwerp,
Antwerpen, Belgium

Spengler, Thomas........................... WC-02, TD-15
t.spengler@tu-bs.de
Institute of Automotive Management and Industrial Produc-
tion, Technische Universitit Braunschweig, Braunschweig,
Germany

Spieksma, Frits .................. .. ... ... .. ... FA-04
f-c.r.spieksma@tue.nl
Mathematics and Computer Science, Eindhoven University
of Technology, Eindhoven, Netherlands

Spindler, Sebastian. ................. . .. ...l TD-09

sebastian.spindler @unibw.de
Universitit der Bundeswehr Miinchen, Germany

117



AUTHOR INDEX

OR2018 — Brussels

Stanford, David ........................ ... FA-08
stanford @ stats.uwo.ca
Dept. of Statistical & Actuarial Sciences, The University of
Western Ontario, London, Ontario, Canada

Starnberger, Martin................................ WB-06
mst@n-side.com
N-SIDE, Louvain-La-Neuve, Belgium

Staudigl, Mathias . ................. ... ... .. ... FA-12
mathias.staudigl @ gmail.com
Quantitative Economics, Maastricht University, Netherlands

Steenweg, Pia Mareike ................... ... .. ... WB-02
pia.steenweg @rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, NRW, Germany

Stein, Clifford................. ... ... ... .......... WD-10
cliff@ieor.columbia.edu
Dept. of IEOR, Columbia University, New York, NY

Steiner, Albert ................. ... . ... ... TA-01
albert.steiner @ zhaw.ch
School of Engineering, ZHAW, Winterthur, Switzerland

Steinhardt, Claudius......................... TB-02, TD-09
claudius.steinhardt@unibw.de
Chair of Business Analytics & Management Science, Bun-
deswehr University Munich (UniBw), Neubiberg, Germany

Steininger, Sebastian . ...................... ... ..., TA-09
sebastian.steininger @ gmx.net
Alpen-Adria-Universtitit Klagenfurt, Austria

Stenger,David ................ .. ... .. ..ol TD-13
david.stenger @ gmx.net
Institute of Automatic Control (IRT), RWTH Aachen Univer-
sity, Aachen, NRW, Germany

Stenzel,Peter .................... ..., WC-11
p.stenzel @fz-juelich.de
IEK-3, Forschungszentrum Juelich GmbH, Juelich, Germany

Stetter, Chris....................................... WC-17
stetter @ iwi.uni-hannover.de
Information Systems Institute, Leibniz University Hannover,
Hannover, Germany

Stiglmayr, Michael ................................. WC-04
stiglmayr@math.uni-wuppertal.de
School of Mathematics and Informatics, University of Wup-
pertal, Wuppertal, Germany

Stockmann, Nico................... ... ..., WD-17
nico.stoeckmann @upb.de
Economics, Paderborn University, Paderborn, Germany

Stoeckle,Raoul ..................................... TB-01
raoul.stoeckle @ smide.ch
smide KmG, Uster, Switzerland

Stolten, Detlef...................................... WC-11
d.stolten@fz-juelich.de
Institute of Electrochemical Process Engineering (IEK-3),
Forschungszentrum Juelich GmbH, Juelich, Germany

Strassberger, Mario................................ WD-17
m.strassberger@hszg.de
Faculty of Business Studies, Zittau/Goerlitz University of
Applied Sciences, Zittau, Germany

118

Streicher, Manuel ................................... TD-04
streicher@mathematik.uni-kl.de
TU Kaiserslautern, Germany

Strohhecker, Jiirgen ................ ... ... TD-12
Jj.strohhecker@frankfurt-school.de
Management Department, Frankfurt School of Finance &
Management, Frankfurt am Main, Germany, Germany

Strohm, Fabian .................................... WB-13
strohm@bwl.uni-mannheim.de
Chair of Service Operations Management, University of
Mannheim, Mannheim, Germany

Stubenschrott, Martin............................... FA-02
Martin.Stubenschrott@ait.ac.at
AIT Austrian Institute of Technology, Vienna, Vienna, Aus-
tria

Stuckenschmidt, Heiner . ........................... WC-16
heiner @informatik.uni-mannheim.de
University of Mannheim, Mannheim, Germany

Stummer, Christian . ............................... WB-10
christian.stummer @uni-bielefeld.de
Department of Business Administration and Economics,
Bielefeld University, Bielefeld, Germany

Sturm, Daniel ................. ... ... TD-09
daniel. sturm@tuhh.de
Institute for Operations Research and Information Systems,
Hamburg University of Technology (TUHH), Hamburg, Ger-
many

Stiitzle, Thomas.................................... WD-05
stuetzle@ulb.ac.be
IRIDIA, Université Libre de Bruxelles, Brussels, Belgium

Sutterer,Paul .................. ... ... FA-07
paul.sutterer @ tum.de
Technical University Munich (TUM), Germany

Syntetos, Aris........... . ... i WB-15
SyntetosA @ cardiff.ac.uk
Cardiff Business School, Cardiff University, CARDIFF,
United Kingdom

Taghizadeh, Houshang . ............................. FA-15
taghizadeh46 @yahoo.com
Department of Mangement, Tabriz Branch, Islamic Azad
University, Tabriz, Iran, tabriz, East azarbaijan, Iran, Islamic
Republic Of

Takahashi, Kei...................................... TD-14
taka84 @ gunma-u.ac.jp
Center for Mathematics and Data Science, Gunma Univer-
sity, Maebashi-shi, Gunma, Japan

Talbi, El-Ghazali............................ FA-08, WD-13
talbi@Iifl.fr
Laboratoire d’Informatique Fondamentale de Lille, Vil-
leneuve d’ Ascq, France, France

Tamke, Felix................. .. .. ... ... .. WC-03
felix.tamke @tu-dresden.de
TU Dresden, Germany

Tampere, Chris MLJ. ............................... WB-01
chris.tampere @kuleuven.be
KU Leuven, Leuven, Belgium

Tancrez, Jean-Sébastien . ............................ FA-09



OR2018 — Brussels

AUTHOR INDEX

Jjs.tancrez@uclouvain.be
Louvain School of Management, Université catholique de
Louvain, Mons, Belgium

Taubenbock, Hannes . ............................... TB-07
Hannes.Taubenboeck@dlr.de
Deutsches Fernerkundungsdatenzentrum - Georisiken und
zivile Sicherheit, Deutsches Zentrum fiir Luft- und Raum-
fahrt e.V., WeBling, Germany

Templ, Matthias .................................... TB-01
matthias.templ @ zhaw.ch
Institute for Data Analysis and Process Design, Zurich Uni-
versity of Applied Sciences, Winterthur, Switzerland

Teruyama, Junichi................... ... . ... ... TB-11
Jjunichi_teruyama@hq.u-hyogo.ac.jp
University of Hyogo, Japan

Tesch, Alexander................................... WD-04
tesch@zib.de
Mathematical Optimization, ZIB, Berlin, Germany

Teunter, Ruud...................................... WB-15
r.h.teunter@rug.nl
Operations, University of Groningen, Groningen, Nether-
lands

Thom,Lisa ...................... ... WB-04
L.thom@math.uni-goettingen.de
Institute for Numerical and Applied Mathematics, Georg-
August University Goettingen, Goettingen, Germany

Thonemann, Ulrich ................................. TA-12
Ulrich.Thonemann @uni-koeln.de
Supply Chain Management, Universtiy of Cologne, Koln,
Germany

Tiako,Pierre F.............. ... ... ................. FA-08
pftiako @ lunet.edu
3Langston University and CITDR,, oklahoma, United States

Tilk, Christian . . .................................... TA-03
tilk@uni-mainz.de
Chair of Logistics Management, Gutenberg School of Man-
agement and Economics, Johannes Gutenberg University
Mainz, Germany

Timmermans, Veerle . .............................. WC-12
veerletimmermans @ gmail.com
Management Science, RWTH Aachen, Maastricht, Nether-
lands

Tonnis, Andreas .........................ccoiiii.. FA-12
atoennis @uni-bonn.de
Universitit Bonn, Germany

Tramontani, Andrea ................................ TB-16
andrea.tramontani @it.ibm.com
IBM Italy Research & Development, Bologna, Italy

Trautmann, Norbert ............................... WC-13
norbert.trautmann @pgm.unibe.ch
Department of Business Administration, University of Bern,
Bern, BE, Switzerland

Trost, Marco................ooiiiiiiieiiiiiiiinn., TB-15
marco.trost@mailbox.tu-dresden.de
Technische Universitidt Dresden, Germany

Truden, Christian................................... TD-10
christian.truden @aau.at

Mathematics, Alpen Adria Universitit Klagenfurt, Klagen-
furt, Austria

Tschoke, Martin .................................... FA-15
Martin. Tschoeke @uni-hamburg.de
Institute for Operations Management, University of Ham-
burg, Hamburg, Germany

Tuma, Axel .......... . .. . .. ...l FA-13, TB-13
axel.tuma@wiwi.uni-augsburg.de
Faculty of Business Administration, University of Augsburg,
Augsburg, Germany

Tychalaki, Styliani . ................................ WD-17
tych.stella@ gmail.com
Electrical and Computer Engineering, Aristotle University of
Thessaloniki, Thessaloniki, Greece

Uetz,Marc. ..., WC-12
m.uetz@utwente.nl
Applied Mathematics, University of Twente, Enschede,
Netherlands

Uzunoglu, Aykut . ......... .. . .. . .. ... FA-07
aykut.uzunoglu@wiwi.uni-augsburg.de
Chair of Production & Supply Chain Management, Augsburg
University, Germany

van Cranenburgh, Sander .......................... WC-01
S.vanCranenburgh@tudelft.nl
Transport and Logistics, TU Delft, Delft, Netherlands

vanGils, Teun ................ ... .. .. ... ... FA-15
teun.vangils @uhasselt.be
Research Group Logistics, Hasselt University, Hasselt, Bel-
gium

Van Nieuwenhuyse, Inneke . ......................... FA-04
inneke.vannieuwenhuyse @uhasselt.be
Hasselt University, Belgium

Van Thielen, Sofie................................... TA-01
sofie.vanthielen @kuleuven.be
Leuven Mobility Research Centre, KU Leuven, Leuven, Bel-
gium

Van Utterbeeck, Filip................................ TA-16
filip.van.utterbeeck @rma.ac.be
Royal Military Academy, Brussels, Belgium

Vanbrabant,Lien.................................. WD-08
lien.vanbrabant @uhasselt.be
Research Group Logistics, UHasselt, Belgium

Vanden Berghe, Greet............................... FB-04
greet.vandenberghe @ cs.kuleuven.be
Computer Science, KU Leuven, Gent, Belgium

Vanegas,Pablo..................................... WB-01
pablo.vanegas @ucuenca.edu.ec
Universidad de Cuenca, Cuenca, Ecuador

Vangerven,Bart............. ... .. ... ool FA-04
vangerven @uni-wuppertal.de
Lehrstuhl fiir Produktion und Logistik, Bergische Universitit
Wauppertal, Wuppertal, Germany

Vanheusden,Sarah.................................. FA-15
sarah.vanheusden @ uhasselt.be

Uhasselt, Belgium

Vansteenwegen, Pieter TA-01, WB-01, WD-01, WD-03, TB-07

119



AUTHOR INDEX

OR2018 — Brussels

pieter.vansteenwegen @ kuleuven.be
Leuven Mobility Research Center - CIB, KU Leuven, Leu-
ven, Belgium

Varlet,Eric...................... ... ... ..., FA-08
evarlet@beckman.com
Beckman Coulter, Normand-Info, Arras, France

Velten, Sebastian.................................... TA-06
sebastian.velten @itwm.fraunhofer.de
Optimization, Fraunhofer ITWM, Germany

Verdonck, Lotte.................................... WC-18
lotte.verdonck@uhasselt.be
Research Group Logistics, Hasselt University, Diepenbeek,
Belgium

Vermeir,Evert..................................... WD-01
evert.vermeir@kuleuven.be
KU Leuven, Belgium

Vié, Marie-SKklaerder ............................... WC-15
marie-sklaerder.vie@unige.ch
Geneva University, Switzerland

Viti, Francesco..................................... WD-01
francesco.viti@uni.lu
University of Luxembourg, Luxembourg city, Luxembourg

Voigt, Stefan .. ............... ... ...l FA-03
stefan.voigt@ku.de
Department of Supply Chain Management & Operations,
Catholic University of Eichstitt-Ingolstadt, Ingolstadt, Ger-
many

Volk-Makarewicz, Warren. .......................... FA-17
wm.volk.makarewicz@ada.rwth-aachen.de
Operations Research and Management, RWTH Aachen Uni-
versity, Aachen, NRW, Germany

Volkmer, Tobias .................................... TD-15
tobias.volkmer@ovgu.de
Chair of Management and Organization, Otto von Guericke
University Magdeburg, Magdeburg, Sachsen-Anhalt, Ger-
many

Volling, Thomas. ........................ ..., FA-09
volling @ pom.tu-berlin.de
Chair of Production and Operations Management, TU Berlin,
Berlin, Germany

Vossen,Thomas.................................... WD-06
vossen @ colorado.edu
Leeds School of Business, University of Colorado, Boulder,
CO, United States

Wagner,Dirk ........... ... WB-06
dirk.wagner @trumpf.com
TRUMPF GmbH & Co. KG, Schramberg, Germany

Wahl,Stefan............. ... ... FA-13
stefan.wahl@wiwi.uni-augsburg.de
Chair of Production & Supply Chain Management, Augsburg
University, Germany

Waldherr, Stefan . ................................... FA-07
stefan.waldherr@in.tum.de
Technical University of Munich, Garching, Germany

Walther, Grit........................ WC-03, TB-13, WC-18

walther@om.rwth-aachen.de
School of Business and Economics, Chair of Operations

120

Management, RWTH Aachen University, Aachen, Germany

Walther, Tom ............................... TB-04, WB-17
tom.walther@ gnosis.pm
Gnosis / Zuse Institute Berlin, Berlin, Berlin, Germany

Waltz,Richard..................................... WB-07
richard.waltz@artelys.com
Artelys, Paris, France

Wang, Lizhi..................... ... .. .. ... WD-07
lizhi.wang @ grenoble-inp.fr
Grenoble INP - Génie Industriel, Laboratory G-SCOP,
Grenoble, Rhone Alpes, France

Wang, Zhengyu ................ .. ..ol FA-10
ywang @nju.edu.cn
Mathematics, Nanjing University, Nanjing, Jiangsu, China

Warode, Philipp ... TD-07
philipp.warode @ hu-berlin.de
Wirtschaftswissenschaftliche Fakultit, Humboldt-Universitit
zu Berlin, Berlin, Germany

Watel, Dimitri ...................................... FA-11
dimitri.watel @ensiie.fr
Ensiie / Samovar Tsp, France

Wauters, Tony .....................cooiiiiii... WC-10
tony.wauters @ cs.kuleuven.be
Computer Science, KU Leuven, Gent, Oost-Vlaanderen, Bel-
gium

Weber, Christoph .................................. WB-11
christoph.weber@uni-duisburg-essen.de
University Duisburg-Essen, Essen, Germany

Weber, Gerhard-Wilhelm .................... TD-08, TA-14
gerhard-wilhelm.weber @ put.poznan.pl
Faculty of Engineering Management, Chair of Marketing and
Economic Engineering, Poznan University of Technology,
Poznan, Poland

Weber, Jonas Benjamin ............................. TA-07
jonas.weber@uni-siegen.de
Chair of Technology Management, University of Siegen,
Siegen, NRW, Germany

Wei, Christian. . ................................... TA-06
christian.weiss @itwm.fraunhofer.de
Department of Optimization, Fraunhofer Institute for Indus-
trial Mathematics ITWM, Kaiserslautern, Germany

Weinberger, Dominic Manuel . ....................... TA-10
doweinberger @edu.aau.at
AAU Klagenfurt, Austria

Wenger, Wolf . ................. ... ... ........ WB-06
wolf.wenger@dhbw-stuttgart.de
DHBW Stuttgart, Germany

Werners, Brigitte . ........... TA-02, WB-02, WD-08, TD-15
or@rub.de
Faculty of Management and Economics, Ruhr University
Bochum, Bochum, Germany

Westerlund, Andreas............................... WB-09
andreas.westerlund@jeppesen.com
Jeppesen, Gothenburg, Sweden

Westermann, Lutz ................................. WD-16
Iwestermann @ gams.com



OR2018 — Brussels

AUTHOR INDEX

GAMS Software GmbH, Koeln, Germany

Westphal, Stephan .............. ... . .. ... TB-08
stephan.westphal @ tu-clausthal.de
Institute for Applied Stochastics and Operations Research,
Clausthal University of Technology, Clausthal-Zellerfeld,
Germany

Wiens,Marcus....................coiiiiiiennea.... WD-18
marcus.wiens @kit.edu
Institute for Industrial Production, Karlsruhe Institute of
Technology (KIT), Karlsruhe, Germany

Wilschewski, Fabian . ............................... TA-04
fabian.wilschewski@uni-due.de
Mercator School of Management, University of Duisburg-
Essen, Duisburg, Germany

Winkler, Michael ................................... WB-05
winkler @ gurobi.com
Gurobi GmbH, Germany

Witt, Jonas ............. ... ... TD-05
Jonas.witt@rwth-aachen.de
Operations Research, RWTH Aachen University, Germany

Witt, Tobias ....................... ... ... WD-14
twitt@gwdg.de
Chair of Production and Logistics, Georg-August-Universitit
Gottingen, Germany

Witzig, Jakob ............ ... ... WC-05
witzig @zib.de
Mathematical Optimization, Zuse Institute Berlin, Berlin,
Berlin, Germany

Wolff, Stefanie . ..................................... TD-01
SWolff@eonerc.rwth-aachen.de
Faculty of Business and Economics / E.ON Energy Research
Center, RWTH Aachen University, Germany

Wortel,Pascal .................... ... .............. TA-06
pascal.wortel @itwm.fraunhofer.de
Fraunhofer ITWM, Germany

Wurm, Michael ..................................... TB-07
Michael Wurm@dlr.de
Deutsches Fernerkundungsdatenzentrum - Georisiken und
zivile Sicherheit, Deutsches Zentrum fiir Luft- und Raum-
fahrt e.V., WeBling, Germany

Wiist, Raimond . .................................... TA-01
wura @ zhaw.ch
School of Engineering, Zurich University of Applied Sci-
ences, Richterswil, Schweiz, Switzerland

Xie, Lin . ... TB-03
xie@leuphana.de
Wirtschaftsinformatik, Leuphana Universitit Liineburg,
Liineburg, Niedersachsen, Germany

Yap,Menno...............coiiiiiiiniiinnnnnann. WB-01
M.D.Yap @TUDelft.nl
Transport & Planning, TU Delft, Netherlands

Yapici Pehlivan, Nimet . ...................... TB-05, TD-14
nimet@selcuk.edu.tr
Statistics, Selcuk University, Konya, Turkey

Yonder,Erkan..................................... WB-16
erkan.yonder @ozyegin.edu.tr
Ozyegin University, Istanbul, Turkey

Yoshihara, Keisuke................................. WD-09
ksk0110@ gmail.com
Graduate School of Economics, The University of Tokyo,
Tokyo, Japan

Yuan, Yuan.......... ... TD-03
yuan.yuan@inria.fr
Inocs, Inria, Villeneuve D’ascq, France

Yiiceoglu, Birol ............ ... ... .. ...l WB-16
byuceoglu@migros.com.tr ]
Information Technologies, Migros T.A.S., Istanbul, Turkey

Yuksel, Tugece ......... ... i WD-03
tyuksel @sabanciuniv.edu
Faculty of Engineering and Natural Sciences, Sabanci Uni-
versity, Istanbul, Turkey

Zalewski, Grzegorz. ................... ... i WB-14
zaleszczako @ gmail.com
Institute of Control & Computation Engineering, Warsaw
University of Technology, Warsaw, Poland

Zavadskas, Edmundas Kazimieras.................. WB-14
edmundas.zavadskas @vgtu.lt
Department of Construction Technology and Management,
Vilnius Gediminas Technical University, Vilnius, Lithuania

Zey,Bernd.......... ... ... TB-10
bernd.zey@tu-dortmund.de
TU Dortmund, Dortmund, Germany

Zhang, Wei .......... .. . .. . i WB-01
wzh@kth.se
KTH Royal Institute of Technology, Sweden

Zhao, Yingshuai .................... ... TA-12
yzhao4 @uni-koeln.de
WiSo Faculty, University of Cologne, Cologne, Germany

Ziegler,Hans .........................cooiiiiian... FA-06
hans.ziegler @uni-passau.de
School of Business, Economics and Information Systems,
University of Passau, Passau, Germany

Zimmermann, Adrian.............................. WC-13
adrian.zimmermann @ pgm.unibe.ch
Department of Business Administration, University of Bern,
Bern, Switzerland

Zinchenko, Yuriy ............ ... TD-08
yzinchen@ucalgary.ca
Math and Stat, University of Calgary, Calgary, AB, Canada

Zipf,Michael ...................................... WD-11
michael.zipf@tu-dresden.de
Chair of Energy Economics, Technische Universitit Dresden,
Germany

Zufferey, Nicolas .................... TB-05, WD-07, WC-15

N.Zufferey@unige.ch
GSEM, University of Geneva, Geneva, Switzerland

121



SESSION INDEX

Wednesday, 9:00-10:30

WA-01:

Opening session - Plenary L. Ljubic (1a. BUrope a) . . . ..o vttt ettt ettt et et 1

Wednesday, 11:00-12:40

WB-01:
WB-02:
WB-03:
WB-04:
WB-05:
WB-06:
WB-07:
WB-08:
WB-09:
WB-10:
WB-11:
WB-12:
WB-13:
WB-14:
WB-15:
WB-16:
WB-17:

Planning and Operating Metropolitan Passenger Transport Networks (la. Burope a) . ... .c..vvvueennneenneennnenn.. 1
Planning of Emergency Medical Services (1b. BUrope b). . . .« . v v vttt ettt ettt et e et e 2
Last-Mile Delivery and Arc Routing (2a. Beifing) « - -« « « o« v v vttt ittt ettt e et e et et 3
Real-World Applications of Combinatorial and Discrete Optimization Problems (2b. New Delhi) . .................. 4
MIP SOIVETS (2C. TOKYO) « « e ettt et ettt et et e e e e e e e e e e e e e e e e e e e e e e e e et e ettt 5
Business Track (1g. BUdapest) . . . ... v vvuuutt ettt ettt et et e e e e e e e e e e e e e e e e e e e e e e e e e e e e e 5
Technologies of Artificial Creativity (1h. Copenhagen) . . ... ... ....ouutenue ettt e 6
Economic Models in Supply Chain (1i. Dublin) . . ..« vvuuutte ettt ettt ettt e e e e eei e eaiieeens 7
Air Transportation (1Im. London-Madrid) . . . « ..« e uee ittt ettt ettt et et et e et e e e e 7
Simulation and Statistical Modelling I (Ic. Amsterdam). ... .......o ottt 8
District heating systems and decentralized €nergy (1d. Athens). . . ... .uuee ettt ettt et eeaie e 9
Behavioral Aspects in Project Management (le. Berlin) . . ...« uuvvntttnt ettt et e 9
Project Management and Timetabling (1f. Brussels) . . .« .. v e utetntte et e e et et e e a e e e aeans 10
Decision Theory and Analysis, Econometric Models (In. Oslo) .. ..ottt 11
Inventory Management and CONtrol (10. Paris) . .« ... vvuutent ettt et ettt ettt a et nee s 11
Business ANaLYLiCS (1. PrAZUE) - . .« . v vt ettt ettt et e e e e e e e e e e e e e e e e e e 12
Financial Modeling I (1. ROME) . . .« .. oottt ettt et et e ettt e e e et 13

Wednesday, 14:00-15:40

WC-01:
WC-02:
WC-03:
WC-04:
WC-05:
WC-06:
WC-07:
WC-08:
WC-09:
WC-10:
WC-11:
WC-12:
WC-13:
WC-14:
WC-15:
WC-16:
WC-17:
WC-18:
WC-19:

Travel Behaviour Impacts of Automated and Connected Vehicles (1a. Burope a) . ... oovveevneee e, 14
Electric VEhiCles (1b. BUIope b) . . ..ottt ittt ittt ettt et e e e e e e e e e e et e 15
Vehicle Routing: Heuristic Methods (2a. Beiing) « - « -+« « v vt otte ittt ettt e e e et e e eae e 16
Real-World Applications of Combinatorial Optimization 2 (2b. New Delhi). . ..« o.vvvuttenteennenieeaneenneenn 17
Integer Programming Techniques (2c. ToKy0) . « « « v vttt ettt ettt et et e ettt e et e e e 17
GOR Dissertation AWard (1g. BUAPeSt) . . « .« o« e oo e ettt et e et 18
Recent Concepts in Air Traffic Flow Management (1h. Copenhagen) . ... .......c.uuinuetnunenneinneennnennnnnn. 19
Staff Scheduling (1i. DUbn) . . . ... v ettt ettt e et e e ettt e ettt e et e e 19
City Logistics (1Im. London-Madrid) . . . .« .. v e v uue ettt ettt e et e e et e e e e e e e 20
Algorithmic Approaches for Challenging Discrete Optimization Problem (lc. Amsterdam)........................ 21
Decentralised multi-energy SYStEMS (1d. AthENS) . .« v v v vt ettt et ettt e ettt et e e et ae e e eaieeenn 22
Graphs and Equilibrium Computation (le. Berlin) . . .« . ..o vuue ettt ettt et e 23
Project Scheduling and Resource Planning (1f. Brussels) « « « .« v v v v vttt ettt et e e e eeeieee e 23
Approximation and Representation in Multiobjective Optimization (In. OsIo) « ... .c..vviuteenreenneenneennne.nn 24
Planning of Production Lines (10. Paris) . . .« ..« vttt ettt et ettt et 25
Machine Learning (Ip. Prague) .« . . . ..o . v vttt ettt et e e e et et e e e e e e e e e e 26
Financial Modeling IT (1g. ROME) . .« .. v vttt ettt et e ettt ettt e et e ettt e e e e 26
Supply chain network desi@n (1j. GEneva) . . ...ttt ettt ettt e e ettt et et e e e 27
MMOR Editorial Board Meeting (1. LiSBON) . « . .« v vt vttt ettt ettt e et e et e et et e e a e e 28

Wednesday, 16:10-17:50

WD-01:
WD-02:
WD-03:
WD-04:
WD-05:
WD-06:

122

Line Planning and Network Design in Passenger Transport (1a. EUrope ). . .« .« .vevuvevnte et enneeneeneenn.. 28
Scheduling in railway transportation SyStems (1b. BUTOPE D) . « « .. v v vve ettt et e e et e e 29
Vehicle ROULNG X (22, BEIJINE) . - . v v vt ettt ettt ettt et e et e e e ettt e e ettt e et e e 30
Algorithms for Combinatorial Problems (2b. New Delhi) . . .« ... v vttt ittt ettt e e e e ei e eae s 31
Automated Algorithm Design (2c. ToKyo) . . ..o .v vttt ettt ettt et e e e 32
Workforce planning and scheduling (1g. Budapest) . . . ..o v v uutttt ettt ettt e e ettt eei e e eiiee e 33



OR2018 - Brussels SESSION INDEX

WD-07: Urban mobility operations (1h. COPENNAZEN) . . .« .« . v vt uu ettt ettt ettt et e et e e e et e et e e e e e e 33
WD-08: Patient Admission and Transport SErvices (1i. DU . . « .« v vv v vttt et ettt et et e e e e e e 34
WD-09: Data Analytics in Revenue Management (1Im. London-Madrid) . . . ... .vvuttnnttentt it 35
WD-10: New Mathematical Results on Relevant Discrete Optimization Tasks (Ic. Amsterdam) . ..........covvieeeennn... 36
WD-11: Uncertainty handling and bilevel problems in energy industry (Id. Athens) ... .....ouuuuteeennnrneeennneeeennnn 36
WD-12: Network Games (1. BErlin) . . . v .o vttt et ettt ettt e et e e e e e e e e e e e e e e e e e e e 37
WD-13: Scheduling under StOChaStICILY (1f. BIUSSEIS) . . .« e ot v vttt ettt e ettt ettt et et et e et et e nee e 38
WD-14: Applications for Multiple Criteria Decision MaKing (In. OsI0) . . .« ... v vttt ettt 39
WD-15: Layout Planning (10. Paris) . . . . .« e vt ettt ettt ettt e e e e e e e e e e e e e e e e 40
WD-16: Algebraic Modeling Languages: Deployment (1p. Prague) . . . . ... o uvvnttit ettt eie e 40
WD-17: Banking and FINANCe (1G. ROME) . . . ..« vttt ettt ettt ettt e ettt e et ettt e e e et eaaas 41
WD-18: Demand fulfillment (1j. Geneva). . . . ... vvu ettt ettt ettt e e e e e ettt e e e e 42

Thursday, 9:00-10:15

TA-01: Train timetabling (1a. EUIOPE @) « « .« ¢« o« vt vttt ettt et e et e et e e e e et e e e et e et e e e et e a e ae s 44
TA-02: Appointment Scheduling (1b. BUrope b) . . .« ... v vttt ittt et et e et e e e e e e e e e 44
TA-03: Vehicle Routing: Exact Methods (2a. Beifing) - . .« o« v vvttt ettt e ettt e e et e e e 45
TA-04: Mathematical Investigations of Combinatorial Optimization Problems (2b. New Delhi) . . ... .vvvvinneeennnneenn.. 45
TA-05: Algebraic Modeling Languages (2c. TOKYO) « . .« v v v ututte ettt ettt et e et et e e ettt e e e eaie e ennas 46
TA-06: Scheduling in Manufacturing (1g. BUdapest) .« . .« « .. v v ute ettt ettt ettt et e et e e e 46
TA-07: Optimization of Technical Systems (1h. COPenhagen) . « . ...« .venttttnt ettt et et e et e e 47
TA-08: Advanced methods (11 DUBIN) . .« o v o vttt ettt e et e e e e e e e e e e e e e e e e e e e e e e 48
TA-09: Railways (1Im. London-Madrid) . « « . .« v v uevttent ettt et ettt et et et e e et et et et e e e e e e 48
TA-10: Advanced Linear(ized) MIP Formulations for Ordering and Assignment Problems (lc. Amsterdam) ................ 49
TA-11: Graphs and NetWorks T (1d. Athens) . . .« oottt ettt et et ettt ettt et 50
TA-12: Behavioral Operations Management: Inventory and Innovation Management (le. Berlin) . .........covvuuueeennnn. 50
TA-13: Demand Side Management (1f. BIUSSEIS) . . . .« v vttt et e enttte et ettt e e ettt e e e et e e e e e aeee e anneens 51
TA-14: Optimal Control and Games in Finance and EConomics (I1n. Oslo) . . . ..« v uuvtnt ettt 51
TA-15: Design and Control of Manufacturing Processes (10. Paris) . . . . ..o vuuvtutttnt ettt 52
TA-16: FOTreCasting (1. PrAZUE) « . .« o v v v ettt ettt et e ettt e e e e e e e e et e e e e et e et e e e et e e 52

Thursday, 10:45-12:00

TB-01:
TB-02:
TB-03:
TB-04:
TB-05:
TB-06:
TB-07:
TB-08:
TB-09:
TB-10:
TB-11:
TB-12:
TB-13:
TB-14:
TB-15:
TB-16:
TB-19:

Models and algorithms for trip- and ride-sharing problems (1a. Burope a) . . ... .ouvuvee ettt ennneeennnneennn. 54
Dynamic Pricing (1b. BUrOpe b) « . . .« c ettt ettt ettt e e e et e e e e e e e e 54
WarehouSing (2a. BEIINE) - - « « + « v vttt ettt ettt et et et e e e e e e e e e e e e 55
MI(N)LP (2b. New Delhi). . . o oo oottt ettt ettt et e e e e e e e e e e e e e e e e e e e 56
Swarm INtellIZENCE (20, TOKY0) . « « vttt e ettt et e e e e et e e e e e e e e e 56
GOR Master AWard (12, BUAAPESE) .+« « o oo e e ettt ettt e et e et e e et e et e e e e e e e e e e e 57
Modelling for Logistics with Technical Constraints (1h. Copenhagen) . ... ......ouuuuteeeenuuteeenneeennnennn. 57
Stochastic and Integer Programming (1i. DUblin) . . ... ..uvtt ettt ettt et e e e e e e eaiee s 58
GOR Working Groups meeting (! 10:15-12:15 ! 1Im. London-Madrid) . . . . .« e v v uutteeentee e eeae e enieeennnnnnn. 58
Robust matchings and Steiner network problems (lc. Amsterdam) . . ... .....ouuueennt et i, 58
Graphs and Networks IT (1d. Athens) . . ... ..ottt ettt et e et e ettt 59
Pricing (1e. Berlin) . . .« o . u vttt et et ettt e e e e e e e e e e e 59
Energy and CO2 reduction in manufacturing (1£. Brussels) . « . . . .« u vt nue et et e e e et e e eiee e 60
Multi Objective Location and Network Optimization (In. OSI0) . . . ..o vttt ettt aiee e 61
Production Planning and Lot SiZing (10. Paris) . . . ... v u ettt ettt e et et 62
Nonlinear Optimization SOFtWAre (1p. Prague) . . .« v v vttt ettt ettt ettt e ettt e e e et 62
OR Spectrum Editorial Lunch (! 12:00-14:00 ! TK. LiSDON) « « « « ottt e vttt e et et e et e e et eei e e eeiee e 63

Thursday, 13:30-14:20

TC-01:
TC-02:
TC-03:

Semi-plenary: H. Imhof (1a. Burope a) . . ...« oottt e e e 63
Semi-plenary: F. Saldanha-da-Gama (1b. BUrope b) . . . .« oo uu vttt ettt ettt e e e et et 63
Semi-plenary: R. Hartl (2a. BEifing) . . . .« oo vttt ettt ettt et e e e ettt e e 64



SESSION INDEX OR2018 - Brussels

TC-04: Semi-plenary: N. Brauner (2b. New Delhi) . . . . ..ottt ettt et e et et e et et e et e e eee e 64

Thursday, 14:45-16:00

TD-01: Models of adoption and diffusion of innovations in transport Systems (1a. BUrope a) « . . . ..o vvevuueenueenneenneenn. 65
TD-02: Optimization and Machine Learning (1b. EUIope b) . . « .« .« e vttt ettt et ettt et e e et e e e aeees 66
TD-03: TSP Variants (2a. Beijing) . . . ..« v v ettt ettt ettt ettt et e et et e e e e ettt e 66
TD-04: HealthFaCT (2b. New DEIRi) . . .« o v v vttt ettt ettt et e et e et e et et e e et et e e et e e e e e e a e e 67
TD-05: Recent Developments in Automatic Dantzig-Wolfe Decomposition (2c. Tokyo) . ..o vvveevntteeennieeennnnnn.. 68
TD-06: Graphs and Networks III (1g. BUdapest) . . . . .« v vt utttt ettt ettt ettt ettt e et aaee e 68
TD-07: Unknown Demands in Congestion Games (1h. COPenhagen) « « « . . ... v v v vntttt ettt ettt e enaeeenns 68
TD-08: Applications of Optimization under Uncertainty (1i. Dublin) . . ... . .oouuttn ettt i ae e 69
TD-09: Revenue Management Applications (1Im. London-Madrid) . . . .« .. v v vttt ettt ettt e et et aaee 70
TD-10: TSP/VRP: Time-Windows, Forbidden Neighborhoods, and Multiple Salespersons (Ic. Amsterdam) ... ............. 70
TD-11: Optimization of utility and energy plants (1d. Athens) . . .. ..ottt ettt ettt ettt et e eneeeenns 71
TD-12: Behavioural Operations Management (Le. Berlin). . . . ... ouueenuttnntentt ettt et eae e 72
TD-13: OR for Construction and Production (1f. BrussSelS) - . « v« o v v vt e et e e e e e e e e e e e e e e e e e 72
TD-14: Optimization TechniqUeEs (In. OS10) . . . .« o . vttt ettt et ettt et e et e et e e e e e e e 73
TD-15: Strategic and Tactical Production Planning (10. Paris) . . « ...« v uvet ettt ettt niee e 74

Thursday, 16:00-18:00

TE-01: GOR General MEeting (1a. BUIOPE @) - .« « « . v« vttt vt ettt et e et e et e e et ettt et et e e e e e e e 75
Friday, 9:00-10:40

FA-01: Demand based optimization modeling in tranSportation (1a. BUurope @) . . ..« .veevennueenteenteene e anneenn.. 76
FA-02: Crowd Modeling and Management (1b. BUTOPE D) . « « .« ettt vttt ettt ettt et et e e e e e nee e 76
FA-03: Innovative transportation CONCEPLS (2a. BEifiN) -+« « v v v vttt e ettt et ettt e et et e e e e e et e e eaaeeenn 71
FA-04: Applications of Discrete and Integer Optimization (2b. New Delhi) « . . o . vvvvvvutttee et e eniie e nniieeeennns 78
FA-05: Applications of MetaheuristiCs (2¢. TOKYO) « « .« v v uuv vttt ettt ettt et e et e e e e et et e eaae e 79
FA-06: Scheduling I (1g. Budapest) . « « « o o v vttt et et et e et e e e e e e e e et e e e e 80
FA-07: Bidding mechanism (1h. COpenhagen) . . . .. ... couutentte ettt et e et e e e e e e et e e e e e 81
FA-08: Decision Support in Health Care (1i. DUblin) . . . . ..ottt ettt e et et e et et e 81
FA-09: Logistics Network Design (11m. London-Madrid) . . . .« v v vvvv ettt e ettt e eee e e eeiee et eaieeenaneeenns 82
FA-10: Simulation and Statistical Modelling IT (Ic. Amsterdam). . ... ...ttt et e eeiee e 83
FA-T11: Graphs (1d. Athens) . . .« v e v ute ettt et et e ettt e ettt e et e e e ettt e et et 84
FA-12: Game Theory and Experimental ECOnomics (le. Berlin) « . . ... vvvetnnttttt ettt et e e 84
FA-13: Scheduling II (1f. Brussels) . . .« o v v ettt ettt et e e e e e et e e e e e e e e e e e e e e et e e e e e e ae s 85
FA-14: Recent Advances on Emerging Problems of Continuous Optimization (In. OsI0) . . ..« ..vveteenntennieenneenne... 86
FA-15: Operations Planning in Warehouses and Cross DOCKS (10. Paris) « ..« v vvveevnttte et et iiieeeannns 86
FA-17: Risk Analysis and Management (1G. ROME) . . . .« v vttt ettt ettt et et ettt e e e et e et e e e e 88

Friday, 11:10-12:00

FB-01: Semi-plenary: M. ANjOS (12. BUIOPE @) « « .+« vt v vttt ettt et e ettt e e ettt e et e e et et et e e e et e aaeeeens 88
FB-02: Semi-plenary: A. KOStEr (1b. BUIOPE D) . . .« vt vttt ettt ettt ettt e et e e e e ettt e e e e e e e e aiee e 88
FB-03: Semi-plenary: S. Pickl (2a. Beifing). . . .« ..ottt e 88
FB-04: Semi-plenary: G. Vanden Berghe (2b. New Delhi) ..« ..o vue ittt e e 89

Friday, 13:30-15:00

FC-01: Closing session - Plenary H. HOOS (1a. Burope a) . . . ...« .oit it e e 89

124



